
Page i Exchange Server Troubleshooting Companion 

 



Page i Exchange Server Troubleshooting Companion 

 

The Legal Stuff  

Published by Paul Cunningham and Andrew Higginbotham 

© Copyright 2016 by Paul Cunningham and Andrew Higginbotham  

All rights reserved. No part of this book may be reproduced or transmitted in any form or by any means 

without the written p ermission of the authors. 

The example companies, organizations, products, domain names, email addresses, logos, people, places and 

event depicted herein are fictitious. No association with any real company, organization, people, domain 

name, email address, logo, person, place, or event is intended or should be inferred. The book expresses the 

views and opinions of the authors. The information presented in the book is provided without any express, 

statutory, or implied warranties. The authors cannot be held liable for any damages caused or alleged to be 

caused either directly or indirectly by this book.  

Although the two authors are members of Microsoftõs Most Valuable Professional (MVP) program, the content of 

this book solely represents their views and opinions about Office 365 and any other technologies mentioned in 

the text and is not endorsed in any way by Microsoft Corporation. 

Please be respectful of the rights of the authors and do not make copies of this eBook available to 

others.  

First edition. Originally published in April 2016.   

Updates and corrections for this eBook are issued regularly until a new edition is published. This version was 

last updated on 21 April 2016. You can find information about the changes included in each update through 

posts to the exchangeserverpro.com blog. 

  

http://thoughtsofanidlemind.com/


Page ii Exchange Server Troubleshooting Companion 

 

Table of Contents  
 

Foreword ............................................................................................................................................................. v 

Preface ................................................................................................................................................................ vi 

Chapter 1: Introduction .....................................................................................................................................1 

Know the environment and have a baseline ..............................................................................................1 

Supportability and Staying Up to Date .......................................................................................................7 

Additional reading  ...................................................................................................................................... 10 

Chapter 2: Troubleshooting Active Directory .............................................................................................. 11 

Using Event Viewer to diagnose Exchange Active Directory Communication Issues ........................ 13 

Using Exchange Setup as a troubleshooting tool ................................................................................... 15 

Using Active Directory Sites and Services ................................................................................................ 17 

Using the DCDIAG Tool .............................................................................................................................. 19 

Using the REPADMIN Tool ......................................................................................................................... 19 

Active Directory User Token Bloat ............................................................................................................ 20 

User Principal Names and Exchange Authentication ............................................................................. 21 

Active Directory Performance Counters and MaxConcurrentAPI ......................................................... 23 

Additional reading  ...................................................................................................................................... 25 

Chapter 3: Troubleshooting Client Access Services .................................................................................... 28 

Of front and back ends............................................................................................................................... 28 

The basics of Certificates ............................................................................................................................ 30 

IIS Basics and Exchange .............................................................................................................................. 38 

Troubleshooting Exchange Load Balancing ............................................................................................ 53 

Validating Exchange Endpoints ................................................................................................................. 57 

Additional reading  ...................................................................................................................................... 65 

Chapter 4: Troubleshooting Transport ......................................................................................................... 68 

A Brief History of Transport in Exchange Server ..................................................................................... 68 

Understanding Troubleshooting Scenarios for Transport ..................................................................... 69 

The Critical Role of DNS ............................................................................................................................. 71 

SMTP Connectivity ...................................................................................................................................... 78 

The Transport Pipeline................................................................................................................................ 83 

Troubleshooting Transport ........................................................................................................................ 89 



Page iii Exchange Server Troubleshooting Companion 

 

What Else Can Cause Transport Issues? ................................................................................................. 100 

Additional reading  .................................................................................................................................... 103 

Chapter 5: Troubleshooting Mailbox Servers ............................................................................................ 104 

The Information Store .............................................................................................................................. 104 

Content Indexing ....................................................................................................................................... 109 

Database Availability Groups ................................................................................................................... 112 

Additional reading  .................................................................................................................................... 126 

Chapter 6: Troubleshooting Recipients ...................................................................................................... 128 

Mailbox Access .......................................................................................................................................... 129 

Calendars .................................................................................................................................................... 136 

Resources ................................................................................................................................................... 139 

Groups ........................................................................................................................................................ 144 

Email Delivery ............................................................................................................................................ 146 

Additional reading  .................................................................................................................................... 152 

Chapter 7: Troubleshooting Clients ............................................................................................................ 154 

Outlook  ....................................................................................................................................................... 154 

Outlook Web App/Outlook on the web  ................................................................................................ 159 

ActiveSync .................................................................................................................................................. 163 

Exchange Web Services ............................................................................................................................ 169 

POP and IMAP ........................................................................................................................................... 171 

SMTP ........................................................................................................................................................... 173 

What Else Can Cause Client Issues? ........................................................................................................ 175 

Additional Reading ................................................................................................................................... 177 

Chapter 8: Troubleshooting Performance ................................................................................................. 179 

Validate the solution and use validation data for troubleshooting  ................................................... 181 

Understanding controller caching and Exchange performance ......................................................... 186 

Using Performance Monitor .................................................................................................................... 190 

Exchange Performance Counters ............................................................................................................ 195 

Exchange Built-In Data Collector Sets .................................................................................................... 199 

Analyzing Exchange Performance Monitor Data .................................................................................. 200 

CPU considerations and Hyper-threading  ............................................................................................. 203 

Exchange Virtualization ............................................................................................................................ 204 

Exchange Diagnostic Logging ................................................................................................................. 207 



Page iv Exchange Server Troubleshooting Companion 

 

Additional Tools ........................................................................................................................................ 207 

Additional reading  .................................................................................................................................... 208 

Chapter 9: Troubleshooting Backup and Disaster Recovery ................................................................... 212 

Backup Strategies ...................................................................................................................................... 212 

Troubleshooting Volume Shadow Copy Service (VSS) with Exchange Backups............................... 218 

Database Corruption/Dirty Shutdown Scenarios .................................................................................. 219 

Recovery Databases .................................................................................................................................. 230 

Disaster Recovery Installation.................................................................................................................. 234 

Additional reading  .................................................................................................................................... 235 

Chapter 10: Troubleshooting Hybrid Exchange ........................................................................................ 239 

The Hybrid Configuration Wizard ........................................................................................................... 240 

Hybrid Configuration Components  ........................................................................................................ 250 

Directory Synchronization ........................................................................................................................ 258 

Active Directory Federation Services ...................................................................................................... 263 

Miscellaneous Troubleshooting Tools .................................................................................................... 267 

Additional reading  .................................................................................................................................... 268 

Chapter 11: Troubleshooting Migration  .................................................................................................... 239 

Monitoring a nd Managing Mailbox Moves  ........................................................................................... 277 

Overcoming corruption during mailbox moves  .................................................................................... 284 

Miscellaneous Coexistence Issues........................................................................................................... 290 

Additional reading  .................................................................................................................................... 293 

Chapter 12: Troubleshooting Security ........................................................................................................ 297 

Mailbox Audit Loggi ng ............................................................................................................................. 297 

Administrator Audit Logging  ................................................................................................................... 300 

Additional reading  .................................................................................................................................... 302 

Conclusion ...................................................................................................................................................... 303 



Page v Exchange Server Troubleshooting Companion 

 

Foreword 
Microsoft shipped Exchange 4.0 in 1996. The first version of the server was pretty rudimentary and few 

components apart from the ESEUTIL program have survived to be included in Exchange 2016. Even though the 

software was simpler, the complexity of support remained high at times. This was partially due to a lack of 

knowledge as everyone was finding out how Exchange worked (or didnõt, at times) and it was partially due to 

the email world as it existed at that time. Migrations were everywhere as people moved off PC-LAN based 

systems such as Microsoft Mail and Lotus cc:Mail, and interoperability was horrible because SMTP had not 

become ubiquitous  then. 

Even if these projects remain painful, we have become better at migrations since 1996 and interoperability 

between email systems is now a given. The Exchange software has improved too and is more automatic and 

generally easier to manage. Thereõs a lot more documentation to read and a mass of knowledge to be 

absorbed from blogs, webinars, conferences, and so on. Some of the blogs are extraordinarily helpful; some 

are much less so. Weõve all read posts that are badly written, inaccurate, and based on outdated information. 

Even with all the additional information avai lable to us, I think the support challenge remains high. 

Configurations scale to unheard-of heights using hardware that no one anticipated in 1996. Virtualization 

creates more complexity for administrators to master. The spread of mobile devices and more functional 

clients creates new demands on infrastructures and the software is much more complex. Just mastering a 

single topic such as Autodiscover (especially in a hybrid cloud environment) can take more time than youõd 

imagine. 

All of which means that we still need help to master Exchange, if that is even possible for a single human 

being. And itõs not just Exchange; itõs a complete ecosystem of network, hardware, software, clients, and 

people that has to be understood and managed. Books like this that are founded on the experience gained in 

the school of hard knocks are especially valuable because they strip away the veneer that often disguises bad 

administrative practices to approach the topic in a very practical sense. I rather like that and I think you will 

too. 

No book is ever complete. Software evolves. Humans learn. People make mistakes and come up with new 

solutions and writers suddenly realize that they have missed something important. Donõt treat this book as the 

definitive word on troubleshooting Exchange because it can never be. No author understands your 

environment or business goals or even the unique brand of òoffice politicsó that exists in your company. The 

best way to use the advice given here is to put it into context. Question the guidance  and make sure it fits 

your needs and youõll benefit from the exercise. 

Above all, remember that Exchange evolves on an ongoing basis. Every update shipped by Microsoft brings its 

own unique quirks, so be prepared to continue to learn. Itõs the only way to succeed. 

Tony Redmond 

April 2016  
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Preface 
Andrew Higginbotham  

When Paul Cunningham approached me 2 ½ years ago about writing an Exchange troubleshooting book, I 

was a bit surprised. When a man with over twenty-times the Twitter followers as you and who runs one of the 

most popular Exchange Server websites in the world asks to collaborate with you on a project, itõs a bit of a 

shocker. I had published a blog post  about Troubleshooting Issues with Client Access Servers and Paul wanted 

to expand the concept into a full bookõs worth of troubleshooting information. Due to other projects we each 

had, it actually took another year for the project to begi n. The original idea started off as just a large dump of 

useful OneNote data acquired over combined yearsõ experience, to be used by those looking for a place to 

begin when troubleshooting relative Exchange components.  

However, as writing began we realized the true value in this book would be the message of WHY the product 

breaks in the way it does and HOW to go about fixing it. The beauty of an eBook is we can easily add as many 

hyperlinks to blogs, tools, and Support articles as we feel necessary. This means we can still provide the value 

of a òOneNote knowledge dumpó while simultaneously explaining why the product behaves the way it does, 

giving the reader valuable knowledge to be used in diagnosing an issue. If you know how a product is 

supposed to function, youõre able to accurately identify when it is malfunctioning and whether the advice 

youõre receiving (either from the internet or another source) is good or poor advice. What we hope to 

accomplish in this Exchange Server Troubleshooting Companion is to give the reader both an understanding 

of the product and a tool to be used as a reference when troubleshooting the many complex features of the 

Exchange Server product. 

Whether youõre an experienced Exchange professional looking to uncover a nugget of p roduct knowledge you 

may not have encountered before, or someone entirely new to the product who wishes to become a capable 

Exchange troubleshooter, we hope this book proves useful. Here is a list of those we feel may benefit from this 

book: 

¶ New IT Professional expected to manage or support Exchange Server 

¶ Seasoned IT Professional who may be tasked with supporting Exchange Server, though they may not 

have extensive experience with the product 

¶ Helpdesk staff required to support Exchange Server or various clients used to connect to Exchange 

Server or Office 365 

¶ IT Professional looking for practical, real-world scenario training material for Exchange Server 

Whatever your goals, we hope you enjoy the book and find it useful to your tasks as an Exchange 

Administrator, Support Engineer, or Consultant. If even one outage or call to Microsoft can be avoided as a 

result of reading this book, the return on your investment will be instantly rewarded.  

Weõd love to get your feedback on the book, including any topics you feel we should cover. Please send all 

feedback to feedback@exchangeserverpro.com. 

https://ashdrewness.wordpress.com/2014/09/10/troubleshooting-issues-with-client-access-servers/
mailto:feedback@exchangeserverpro.com
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Paul Cunningham 

Early in my career I received some good advice from a senior colleague of 

mine ð when trouble strikes, the most valuable person in the room is the 

one who can also confidently tackle the unknown. Being an effective 

troubleshooter is more important than being a walking encyclopaedia of 

solutions to known issues. 

Over 15 years later, that advice has proven itself time and time again. 

Working for support organizations and in consulting roles continually threw 

me into the unknown, facing previously unseen problems in unfamiliar 

customer environments. Applying an effective troubleshooting process and methodology, combined with 

product knowledge, got me through those situations and enabled me to solve the customer's problem.  

With the Exchange Server Troubleshooting Companion I firmly believe weõve written an eBook that will help 

you to solve problems faster, understand why the problem occurred, and learn how to prevent the same 

problems from occurring in the future.  

Thanks to my co-author Andrew for bringing his deep technical experience to this book, Tony Redmond for 

his editorial assistance, Jeff Guillet for his technical reviews, and to David Wedrat and Chris Brown for checking 

my work. 

Being an MVP, writing the Exchange Server Pro blog, and writing eBooks like this one is very rewarding, but 

also takes a lot of time and energy away from my family and personal life. I am endlessly appreciative of the 

ongoing support from my wife Hayley and our children as I spend many late nights and weekends 

contributing to the Exchange Server community. 

Follow Paul @ExchServPro or read his Exchange Server Pro blog. 

 

 

 

 

 

 

 

 

 

 

https://twitter.com/ExchServPro
http://exchangeserverpro.com/
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Andrew Higginbotham  

Spending almost a dozen years troubleshooting IT issues has taught me a 

few things. Empathy, patience, perseverance, overcoming stubbornness, and 

most importantly respect. Respect for the technology Iõm working with and 

respect for others who have blazed the trails before me. The phrase 

òstanding on the shoulders of giantsó comes to mind when thinking of how 

many times Iõve relied upon otherõs blogs and expertise. Before becoming a 

Microsoft MVP, I started blogging and assisting others online because I 

decided it was time to òpay my tabó and give back to the community after it 

had helped me so greatly in my career. 

That goal was always at the foremost of my thoughts when contributing to this book. To help others by 

passing on lessons learned, tips, and knowledge that was strenuously acquired over a decade of working with 

Exchange. I feel weõve written something which will not only help the reader in times of need but also help 

them grow their understanding of the Exchange product itself.  

Thanks to my co-author Paul for getting me in involved in the project, Tony Redmond for helping me navigate 

the world of technical writing (and spending his time tran slating from Texan to English), and Jeff Guillet for his 

technical expertise in reviewing this book. Itõs been an honor to work with these professionals who are masters 

of their craft.  

Iõd also like to thank Timothy Heeney, Alessandro Goncalves, and Brian Day at Microsoft for lending their 

thoughts to my content and for all the help theyõve given me with Exchange since Iõve known them. Iõd also 

like to thank my fellow Microsoft Certified Masters Jedidiah Hammond, Ron He, and Mark Henderson for 

being excellent Exchange mentors throughout the years. Most importantly I must thank my wife Lindsay for 

her support and patience for the many long hours spent working on this book and other IT endeavors.  

Follow Andrew @Ashdrewness, checkout the Exchange Server community he moderates on Reddit, or read his 

blog posts at Exchangemaster.Wordpress.com and Ashdrewness.Wordpress.com. 

https://twitter.com/Ashdrewness
https://www.reddit.com/r/exchangeserver
https://exchangemaster.wordpress.com/
https://ashdrewness.wordpress.com/
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Chapter 1: Introduction 
Andrew Higginbotham  

When things donõt work as planned, how do we react? With surprise or panic or perhaps pessimistic doom 

and gloom? The optimists amongst us probably take a calmer approach to first scoping and then resolving 

whatõs going wrong but even they can be reduced to frustration at times. Working with technology gives us 

plenty of possibilities to exhibit different emotions and having worked in a support rol e for over a decade Iõve 

seen nearly all of them. Often itõs a lack of experience that predisposes individuals to react poorly when a 

piece of technology breaks, but a lack of relevant knowledge can have the same effect.  

You can expect that being armed with the experiences of others combined with relevant technical product 

knowledge can equip an individual to handle even the most complex troubleshooting scenarios. One can even 

hope that with practice, reactions become instinctual under duress. In other words, when something breaks, 

the proper questions to ask and knowing what is the right data to gather to help drive towards the resolution 

of a problem simply becomes second nature. In my opinion, the mark of a good troubleshooter is someone 

who can navigate a complex break-fix situation without necessarily knowing the technology itself, but rather 

trusting the instincts theyõve built over time. 

In a way, thatõs what we hope to give you with this book. Weõre never going to be able to deliver a cheat sheet 

to resolve every possible thing that can go wrong with Microsoft Exchange. The product is too big and 

complex and the environments in which it is deployed create such a massive matrix of possibilities that it 

would be impossible to attempt to create such a do cument. But what we can do is tap into our years of 

experience troubleshooting Microsoft Exchange, describe some of the most common areas that cause 

problems, and list the tools that experience have proven to be useful in resolving those problems.  

I hope that you find the content of the book not only a useful read but also a tool in of itself to help you 

troubleshooting Exchange issues in different environments. A decade of troubleshooting Exchange and 

training others to do the same, including the opportun ity to speak on the topic at various conferences, has 

made me realize that the more knowledge you have when approaching a broken Exchange server, the better. 

Spending years gathering blog posts, amassing a sizeable collection of tips and techniques in OneNote, and 

facing all manner of broken messaging systems have hopefully supplied sufficient useful content for readers 

to keep coming back to use this text as a reference. 

But before we dive into analyzing what might happen to different areas of Exchange, we should first discuss 

the topic of troubleshooting itself. How we obtain and analyze data relevant to the problem that has to be 

resolved to restore normal operations, how we handle stressful situations, and the steps that can be taken to 

avoid similar situations in the future.  

Know the environment and have a baseline 
Sometimes, IT professionals have great control over the IT systems that they manage.  We know how many 

users are connecting to each server, how many disk IOPS are being consumed by different applications, how 

many iPhones vs Windows Phones are in use, and the software revision of Windows, Exchange, Outlook, and 

all the other clients and software products that are in use across the environment. We should all be so lucky.  

Other times weõre working with an unknown environment on a contract/project basis. Maybe to upgrade 

systems to newer software or maybe to migrate mailboxes or other data to new systems. Or maybe we act in a 
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support role after a problem has been reported and the extent of our en vironmental knowledge is what weõve 

learned since picking up the phone. 

In all cases, gathering intelligence about the target environment is a vital step to take before attempting to 

troubleshoot any issue. Much like reading and understanding the assembly instructions for a piece of IKEA 

furniture is a must do to ensure successful construction (and to avoid a costly argument with your significant 

other), assembling information about the IT systems and their use before you consider what might be going 

wrong is a fundamental first step in the troubleshooting process.  

This is especially important for performance-related issues. Someone may say òX is slowó. Well, òslowó isnõt a 

measurable thing because itõs a very subjective assessment that could be influenced by many factors, 

including that personõs experience of how an application works. And itõs certainly not a term that is 

consistently defined among users. Slow compared to what? Yesterday? When I used Outlook 2010 opposed to 

Outlook 2013? When my mailbox is on an Exchange 2013 server opposed to when the mailbox was on an 

Exchange 2007 server? When I was connected by Wi-Fi compared to a LAN connection at my desk? Weõll 

cover how to handle many of these variables when I talk about the right questions to ask, but for now you can 

see that a term like òslowó can mean different things to different people. It is therefore important to establish a 

performance baseline, as well as a means to measure it against a currently reported behavior. A colleague 

once said òhow will you ever know what bad performance is without knowing what your good performance 

is?ó 

The need to have a performance baseline introduces a requirement for monitoring, not necessarily from a 

particular vendor or solution, but as an ongoing practice. Some sports coaches use the term òwinning is a 

habitó to refer to the culmination of all the little things you do along the way, every day, that determines your 

success. Those are the things that get you ready for game day. Of course in our case, game day is when the 

messaging environment goes down due to an unforeseen issue. Being properly prepared can make or break 

your reputation/performance rating/job security.  

Every organization will have its own way to monitor performance. It doesnõt really matter what tools you use, 

as long as you have an understanding of the historical load and performance of your Exchange servers. I make 

sure that I know the basic characteristics of whatõs happening to Exchange, including;  

¶ Number of mailboxes 

¶ Messages Sent/Received daily 

¶ Average Message Size 

¶ Expected IOPS per Database/Disk/Server 

¶ Average Disk Latency 

¶ Average Memory consumption 

¶ Average CPU Utilization 

¶ Average connections per client type at the Client Access Layer (typically the Load Balancer)  

You probably have your own ideas about good essential signs to monitor and we will certainly cover most 

topics in the Performance chapter. 

Knowing all of this information at the start of a support call would make life much easier. In fact, I would be 

surprised to receive a support call because the people running the environment are so well equipped with 

data, Iõd wonder why they hadnõt resolved the issue on their own yet. But more often I find myself asking for 

information I can reasonably expect any administrator to have at their f ingertips, such as: 

¶ The software version running on servers (including the Cumulative Update/Service Pack/Update 

Rollup) 

¶ The number of servers/users in the environment 
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¶ The timeline of when the symptoms appeared 

¶ Hardware specifications of the affected servers 

Most of this information should be already known or is easily obtained.  

The software revision level matters because it will determine whether the server is currently supported by 

Microsoft (more on this shortly when we discuss Supportability) and also because many issues are known and 

have been fixed by available updates.  

Knowing the number of servers/users in the environment determines both the impact of the problem as well 

as the complexity of the environment. Although I feel that Microsoftõs Preferred Architecture yields the most 

stable and simple deployment at scale, it can be argued that a single virtual Exchange server with 100 

mailboxes is simpler or less complex than a 60k seat global deployment based on physical servers running 

with JBOD storage. I havenõt mentioned client type yet but you can assume that environments where all users 

run Outlook in Cached Mode or Outlook Web App are much easier to troubleshoot than environments with 

ActiveSync, BES, VDI/thin clients (Outlook Online Mode), Outlook for Mac, and the various mobile Apps.  

Understanding the environment ties directly into understanding the scope of an issue, which is one of the 

more important aspects of troubleshooting anything in life. Will a load balancer outage bring down services 

globally or only in a regional datacenter? Is a database failure impacting 20 mailboxes or 200? Does that 

database also house the only Public Folder Mailbox? If so then the outage could have a global impact. As you 

can see, scope and impact are often directly linked. Therefore, itõs vital upon initial issue analysis to determine 

the scope of an issue. 

The timeline of events is one of the most critical pieces of information to know when analyzing an issue. Did 

the issue happen today? Has it been getting progressively worse over a matter of months? Did it start after a 

change was made to a component such as a storage controller? Did it start after changing datacenters? Did it 

start after the servers were last rebooted? What was the reason you rebooted (updates or some other reason)? 

Did anything else change other than that hardware update you ran? No, nothing else changed? Oh, never 

mind, looks like there were 20 pending Windows Updates waiting for a rebootê. Unfortunately, I have been in 

situations where fundamental issues like servers waiting to be rebooted to complete the installation of 

Windows updates have been present, and more than once sadly. So you can see why having an accurate 

(making no assumptions) timeline of events can give you the kind of essential information you need to start 

down the right path of troubleshooting.  

Finally, having the hardware specifications can give you an idea of what skill set youõll need to diagnose the 

issue. If the problem lies with virtualized Exchange servers running on VMware with attached SAN-based 

storage using Cisco switches, you could potentially need assistance from five different vendors: Microsoft, 

Cisco, VMware, the server vendor and the SAN vendor. Depending on your role in the company, the 

coordination of suppo rt requests to all of those vendors and the reconciliation of the answers that come back 

might rest on your shoulders (I hope theyõre paying you well). Alternatively, you will at the very least need the 

knowledge and cooperation of several individuals.  

Having as much background data about the environment at the ready is extremely useful to resolving issues 

between intertwined teams. I always love to see customers with detailed network diagrams, 

SAN/Switch/Server update levels, performance data (historical and current), and configuration data. Having 

this information almost always results in faster results.  

No matter whether youõre the individual responsible for all aspects of the Exchange environment or a member 

of a vast team including coworkers as well as vendors, having a detailed and well-documented understanding 

of the environment will dramatically increase your chances of a fast resolution and make you look like a rock 

star. Far too often I see customers not investing the time to properly document the ir environments. They 
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either donõt allocate time, donõt prioritize it, or donõt see it as forward movement and so cast the task aside. 

Yet when sirens are blaring, itõs the biggest thing they wish for. Well, maybe right behind more thoroughly 

tested backups.  

Similarly, another common mistake is to think, òwell we have Bob, and Bob manages Exchange and Active 

Directory. He knows the environment like the back of his hand.ó I call this a knowledge vacuum, because when 

Bob isnõt there his coworkers are left clueless. Some individuals like it that way as it gives them a sense of job 

security, but itõs the job of the IT Director/CIO to ensure that no one person holds the keys to the kingdom. So 

a properly documented environment, along with performance/monitoring baselines will go a very long way 

towards keeping you well able to handle any incident that comes along.  

Testing 

Everyone who has tested something by deploying it into production please raise their hand. Itõs OK, weõve 

likely all done it in some form or fashion. In fact, if nobody raised their hand then I probably wouldnõt have a 

job and books like this would not be needed. People have a tendency to remember the bad more than the 

good when it comes to product quality. This is true for any product.  

Many Exchange administrators could tell you about an Exchange update that broke search, or an Apple 

update that filled up their drives with transaction logs because calendar items were processed 100k times, or 

when a Windows Update broke applications that depended  on the .NET Framework. However, they probably 

donõt remember all the instances where an update went smoothly, or added stability to the environment (Iõve 

seen more Exchange updates do just that rather than break things). Still, having trust in your vendors wonõt 

mean much when an outage occurs that could have been avoided.   

So how do we avoid Exchange disasters? Well we canõt avoid them all but we can tackle the factors that 

introduce risk into the environment and change is one of the biggest factors. IT change management is 

worthy of its own book, but speaking purely from an Exchange perspective, we could still spend chapters 

discussing the perils of haphazard Exchange changes.  

Everyone talks about the horrors of Active Directory schema updates, but since Microsoft launched frequent 

cumulative updates for Exchange 2013, these updates are now expected every three months. Issues arising 

from schema updates are actually extremely rare. Iõve spoken with a Microsoft Active Directory Premier Field 

Engineer and a Support Escalation Engineer about the topic. Between both, they had seen maybe half a dozen 

catastrophic failures as a result of failed schema updates. To put that figure in context, thatõs in almost 25 

combined years of experience dealing with the worst of the worst Active Directory support cases. Even so, 

people continue to fear schema updates not for their failure rate, but rather because of the ramifications of 

such a failure.  

Itõs much like flying in a plane. Statistics tell us itõs the safest way to travel, but more people fear flying 

compared to riding in a car, even if it is statistically a more dangerous means of travel. However, while many 

people have survived car crashes, far fewer have survived plane crashes. When dealing with schema updates, 

the ramifications of failure are much higher as a complete Active Directory Forest recovery might be required. 

The need to avoid the consequence of failure within production environments is why people build test 

environments, and it is why Microsoft recomm ends customers test all updates and changes to Exchange in a 

lab. Although the employment status of IT professionals are seldom threatened when lab environments are 

broken, the consequences are more serious when flaws emerge in production.  

I commonly hear customers say that they donõt have the money, resources, or time to completely duplicate 

their production environment in a lab. To that I say, few have the money to create a perfect duplication, but it 

doesnõt take a lot of effort and money to back up a Domain Controller and a couple Exchange servers and 

restore them into a virtual environment. While Microsoft tests every Exchange build in Office 365 as well as 
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their on-premises environments, they have zero knowledge of how YOUR environment is configured and what 

software is running in it, including custom security policies, group policies, custom access control lists, anti-

virus software, third-party plugins, and that one custom script that has to run or else nobody gets paid on 

Friday.  

Any customization or deviation from using software in the way Microsoft expects you to (and therefore tests 

for) is a potential liability that must be tested. This is especially important with Exchange 2013 onwards 

because fewer rollback options exist in comparison to Exchange 2010. In Exchange 2010 a Service Pack was 

essentially an entire fresh set of bits, which could not be uninstalled. If you install Exchange 2010 Service Pack 

2, there is no way of uninstalling it to revert to Exchange 2010 Service Pack 1. Your only option is to install a 

new server with Service Pack 1 and migrate mailboxes to it. Conversely, Update Rollups were pushed down 

with Windows Updates and added new features/functionality/fixes. These Update Rollups could be uninstalled 

(for example, updating fro m Service Pack 3 Update Rollup 7 to Update Rollup 8, and back to Update Rollup 7 

again) which gave administrators the ability to roll back changes that introduced functionality that they didnõt 

desire. For example, a number of Exchange 2010 Update Rollups changed things like cross-site client 

redirection or RPC client connectivity. In certain environments, the changes led to undesired behavior. Luckily, 

customers had an exit strategy of uninstalling the rollup. Of course, testing the updates first in a lab wouldõve 

been ideal as they never had to discover the problem when it appeared in production.  

Along came Exchange 2013 to change the way in which Microsoft services Exchange with the introduction of 

Cumulative Updates. Cumulative Updates behave much like Service Packs in that theyõre full and complete 

installations of a brand-new version of the product. They cannot be uninstalled and are expected to require 

schema updates. This means an Exchange administratorõs exit strategy is near non-existent if they discover 

problems after an update is deployed.  

Because Cumulative Updates cannot be uninstalled, you have to install a new server if you did not like the 

introduced behavior. And if that behavior flows from a schema update, you would find yourself performin g an 

Active Directory Authoritative Restore. The way the new servicing model works highlights the importance of 

testing in a lab environment especially if your production environment has certain quirks or customizations 

that Microsoft cannot anticipate. Fo r example, you might have a business process that relies on mail-enabled 

public folders with customized rules/categories. Or all 50 developers have access to each otherõs mailboxes, 

with all of those mailboxes open in Outlook Online mode in VDI because you feel it helps drive collaboration? 

Or perhaps the marketing department has a frequent need to send 10,000 messages to customers in 10 

minute spans, with customized encoding, using a custom transport agent? Congratulations on being unique 

and creating conditions that Microsoft will likely never test. Every new Cumulative Update will be an adventure 

for your configuration and you will have to test each update thoroughly to ensure that it works for you.  

The importance of ensuring a new update will not break either Exchange or third party functionality is vital. 

Remember to work closely with your vendors to ensure they have tested their products against the Cumulative 

Update you plan to deploy. For some reason, transport agents seem to be commonly affected by changes 

introduced in updates. This is possibly because any change to the code within the transport pipeline will 

directly affect a transport agentõs logic. So third party agents for anti-spam, anti-virus, archiving, disclaimers, 

or routing must be validat ed against the new code before an Exchange update is introduced into production.  

Letõs move on to what you should do when the time comes to pull the trigger and start an update. Here are a 

few tips.  

Disable anti -virus software for both file and process sc anning. Iõve dealt with many customers who had 

anti-virus crash the update process and leave their Exchange server in an inconsistent state. In theory, with a 

correctly behaving anti-virus process that has all the proper exclusions, you should have nothing to worry 

about. However, many people do not create the proper exclusions (please see this page) or the anti -virus 

http://social.technet.microsoft.com/wiki/contents/articles/953.microsoft-anti-virus-exclusion-list.aspx
http://social.technet.microsoft.com/wiki/contents/articles/953.microsoft-anti-virus-exclusion-list.aspx
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software behaves unexpectedly. In many cases where anti-virus proved to be the root cause for an issue, 

customers adamantly proclaimed that ònothing had changedó or òthis software has been running fine for 

years.ó However, I usually ask if the anti-virus process received definition or engine updates in that time? Or 

has the underlying application or operating system changed in that time? Often anti -virus has both file -level 

filter drivers (seen using the fltmc command) as well as network-level filter drivers that live on the TCP/IP stack, 

so changes to Windows or NIC drivers can affect the behavior of the anti-virus software. In fact, in many 

troubleshooting scenarios Iõve known Microsoft to ask that a customer not only disable but also completely 

uninstall all anti-virus software. This is because even if the software is disabled, these filter drivers still sit on 

the file/network stack and can cause issues if they misbehave. Sometimes it takes gathering a full memory 

dump of the system to prove to the customer that even though itõs disabled, those drivers are still 

using/affecting system resources. 

Know where logs are located . Issues can still happen during the setup process and when they do you need 

to know what to do. The first thing I recommend is looking through the setup logs on the system root which 

typically provides some clues to point you in the right direction. Historically, if your system has crashed/hung 

during setup, youõll find yourself in what I call an in-between òExchange Purgatoryó state. Meaning some 

components will  either be installed or updated, while the rest are at the original version. In the old days you 

would either have to start fresh or delete the installation watermark entries from the registry to force 

Exchange to continue with the install. While that still may be required, Exchange setup has become pretty 

sophisticated over the years and Exchange 2013 will typically just let you run the program again to a 

successful completion.  

Make sure your permissions are correct . Another common culprit that causes Exchange to crash during 

updates are missing or inaccurate permissions. Personally, I like to open an elevated command prompt (Right-

Click>Run as Administrator) to run Setup.exe and update Exchange. Usually youõll get an immediate failure if 

permissions are the problem but getting 80% through an update only to have it fail because you (or the 

process you are running) doesnõt have the necessary permissions is beyond frustrating. 

Put the server in the right state . As part of Managed Availability, Microsoft introduced Server Component 

States in Exchange 2013. Managed Availability is composed of a large number of components that aim to 

ensure your Exchange environment stays available, functional, and healthy. Specifically, Server Component 

States are groupings of the key features of an Exchange server, which are either in an Active or Inactive state. 

These states can be altered by various requestors, such as Maintenance, Deployment, or the HealthAPI. When 

an Exchange update process begins, it requests all components go into an Inactive state so the server transfers 

work to other servers and wonõt take any new workload on. Eventually, the services are fully taken offline to 

allow the update process to update files. The requestor is typically Maintenance or Deployment. Unfortunately, 

when an update fails for any reason, these components are not always restored from an inactive state and 

youõll find yourself having to run Get-ServerComponentState <ServerName> to verify all states are òActiveó. If 

they are not, you may have to manually enable them either via the Exchange Management Shell or via the 

registry. The most important thing to understand here is that the same requester must be used to set a 

component state as Active as the one that originally set it as "Inactive". For example, if you run: 

 

Set-ServerComponentState <ServerName> -Component hubtransport -State inactive -Requestor maintenance  

 

to disable Hub Transport functionality, then you would have to run :   

 

Set-ServerComponentState <ServerName> -Component hubtransport -State active -Requestor maintenance  

 

to re-enable it. So typically, re-enabling these states and restarting the relevant Exchange services is all thatõs 

needed to restore functionality after a failed update.  

 

http://blogs.technet.com/b/messaging_with_communications/archive/2013/07/03/exchange-setup-logs-best-practices.aspx
http://blogs.technet.com/b/exchange/archive/2007/05/21/3402900.aspx
http://vanhybrid.com/2013/07/14/exploring-exchange-server-component-states/
http://vanhybrid.com/2013/07/14/exploring-exchange-server-component-states/
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Protect yourself . My last piece of advice, as I would hope would be common knowledge, is to ensure that a 

properly tested full Exchange-aware backup is taken before you begin to install an update or make any critical 

changes to the system. This will be covered in greater detail in the Backup/Disaster Recovery chapter. 

 

Supportability  and Staying Up to Date 
Microsoft changed the rules of the serviceability game by introducing the cumulative update servicing model 

with Exchange 2013 to replace service packs and rollup updates. Cumulative Updates are effectively like 

Service Packs in that they cannot be uninstalled and usually include Active Directory schema updates (though 

they may not always contain them, you should expect that they will).  

The support lifetime for a cumulat ive update is as follows: òA CU will be supported for a period of three (3) 

months after the release date of the next CU. For example, if CU1 is released on 3/1 and CU2 is released on 6/1, 

CU1 support will end on 9/1.ó At first reading, this statement shocked many Exchange administrators. In their 

minds, the new model meant that unless they stayed within 3 months of NewVersion-1, they would be unable 

to call into Microsoft Support for issues encountered in their production environment. I often say you should 

never have a production workload for which you donõt have an escalation path (a statement I feel many IT 

Directors would agree with), so you could imagine the state of panic this induced in some.  

However, this is not necessarily what this statement meant and in my opinion it couldõve been much better 

worded as it caused much confusion, mostly because Microsoft didnõt clearly define what òSupportedó means. 

First off, I recommend you watch this extremely helpful Ignite 2015 session from Exchange MVP Paul 

Robichaux and Microsoft Program Manager Brent Alinger òServicing Microsoft Exchange Server: Update 

Your Knowledgeó. In it, they clearly call out what Microsoft really means when they say a product is 

òSupportedó. Letõs look at it from each angle. 

First off, just because something works does not mean itõs supported. Also, just because Microsoft hasnõt 

explicitly come out saying something is not supported, does not mean it is supported. As Exchange MVP 

Nathan OõBryan once told me, òThereõs no warning signage on a sports car that says not to drive it into a brick 

wall going 100MPH, but that doesnõt mean you should do it!ó So just because Microsoft hasnõt come out saying 

they donõt support Exchange, SharePoint, SQL, and Lync on the same server it doesnõt mean itõs a supported 

(or wise) configuration. Sadly, Iõve seen several customers who were used to running an integrated 

environment on older Small Business Server configurations decide that similar integration was possible with 

newer software and attempted to do this  with disastrous results. Next, Microsoft supporting something means 

that they have actually tested it and validated that everything works. So if youõre unable to get something to 

work that Microsoft officially supports, it means that an environmental, configuration, or extremely oddball 

issue exists that is likely to be classified as a bug. But the fact that they support  it means Microsoft will  help 

you drive to a resolution. 

Lastly, the Microsoft Product Lifecycle is generally considered the bible of Microsoft support timelines. As a 

general rule youõll find that Microsoft provides ten years support for a product after itõs released, but if a 

subsequent Service Pack is released then the RTM code is only fully supported for a year after the Service Pack 

release date. This is because RTM is treated as if it were the first service pack, so itõs supported for 1 year after 

the next service pack appears. This logic is fairly easy to understand for service packs, but where do 

Cumulative Updates and the N-1 Support strategy fit? As it turns out, this is the big difference between 

Serviceable and Supportable (Serviceable not actually being an official term by Microsoft). Being within a 

productõs òSupportedó lifecycle doesnõt necessarily mean youõll be issued a fix for a bug or undesirable 

behavior. For that you need to be within the N -1 window, assuming the fix isnõt already in the latest release 

(N). 

http://blogs.technet.com/b/exchange/archive/2013/02/08/servicing-exchange-2013.aspx
https://channel9.msdn.com/Events/Ignite/2015/BRK3207
https://channel9.msdn.com/Events/Ignite/2015/BRK3207
https://support.microsoft.com/en-us/gp/lifeselectindex
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To clear up what I think is the biggest misconception that customers have about Microsoftõs support policy, if 

youõre not within the N-1 window, or even if youõre not within a productõs lifecycle, it doesnõt necessarily mean 

theyõre going to hang the phone up on you. This all really depends on both the scenario that youõve 

encountered as well as whether you have a Premier Support contract.  

Thereõs two main ways in which you can engage Microsoft Support; by picking up the phone as a regular 

customer and using a credit card for a one-time incident based fee or, by having a Microsoft Premier contract 

where you have purchased a pre-determined number of support hours for use at your discretion. Itõs widely 

understood that the level of supp ort you receive via Premier Support is higher than normal phone incident-

based support and the length to which the support engineers will go to investigate and research a problem is 

greater than exists with ònormaló support.  In some cases, this is because you have already paid for the hours 

that the Microsoft support engineers are using and they are happy to let you spend those hours how you 

wish. In my experience, Iõve found that if youõre a Premier customer, youõll never be told something isnõt 

supported and then have the engineer abruptly terminate the call. Microsoft may tell you an update is 

required or that the software you have lies outside a products support timeline, but they will still attempt to 

get the issue to resolution. A regular customer without a Premier contract calling in paying a one-time fee to 

get an issue resolved is going to have much less success, mainly since by simply calling in, Microsoft is likely 

already losing money. That one-time fee really doesnõt go that far in terms of Microsoft profitability . 

As I said, it also depends on the situation itself. If your database will not mount due to it being in a Dirty 

Shutdown state, Microsoft isnõt going to drop the call just because youõre running software that is three 

Cumulative Updates behind. After all, the level of the software has nothing to do with your database being 

dismounted. On the other hand, if you call in with performance issues or problems related to client 

connectivity, theyõre probably not going to spend much time looking at the issue before asking that you get to 

the latest update. Some customers will then look at the public Knowledge Base articles for the updates and 

discover that the issues theyõre experiencing are not specifically called out. Itõs important for customers to 

know that Microsoft does not publish every fix included in a cumulative update. Instead, only fixes as a result 

of higher profile customer cases are usually publicized. In many situations, Microsoft Support has insider 

knowledge (as you would expect) as to which fixes are included in an update. However, at times even they 

donõt know about every fix or enhancement that development put into the code. Being at the latest update 

will ensure you have all the latest fixes and enhancements the Product Team has to offer, which could very 

well resolve your issue. 

Knowing how the support experience will unfold after you contact  Microsoft support will not only set your 

expectations but may ultimately dictate your organizationõs update cadence. Although Microsoft wonõt give 

you the cold shoulder for being a few updates behind, the change management policies operated by some 

companies prevent them from deploying an update in a reasonable amount of time just to resolve a support 

incident; so being as close to N as possible will be ideal. 

Speaking of factors controlling update cadence, you have to consider third party applications. Not all 

applications will support every Cumulative Update, so before moving Exchange forward, verify supportability 

with your vendors. This applies to Transport Agents, backup software, anti-malware, stubbing/archiving 

solutions, and so on. Another caution against staying too far out of date is that the upd ates provided for third 

party software may not necessarily be tested against older updates of Exchange. So updates to a vendor 

package could introduce instability in an outdated environment. Even with dated Microsoft software, thereõs 

certainly no guarantee theyõre testing new code against old. For example, on more than one occasion an 

Exchange update has broken XP clients (also this example) because Microsoft didnõt perform the same level of 

testing against a legacy product as they do against currently supported code. Of course we should be 

reasonable in what we expect of Microsoft as they canõt test against every single use case for products, some 

of which have never been heard of by the Microsoft testers. 

http://eightwone.com/2014/03/05/exchange-2013-sp1-transport-agent-fix/
http://windowsitpro.com/blog/exchange-2013-cu3-causes-headaches-owa-windows-xp
http://windowsitpro.com/blog/shock-outlook-2010-users-windows-xp-experience-problems-exchange-2013-cu7
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Being an effective troubleshooter 

In some ways effective troubleshooting is an art form, and not just in the realm of IT. Doctors taking input, 

determining whether that input is trustworthy they analyze data and compare it against a knowledge base as 

well as expertise theyõve spent years building. Constantly, theyõre learning new things in an effort to stay 

relevant and a valued asset to their team. Mechanics are much the same and a lot of faith is put into their 

ability to correct a problem and leave our family riding safely at 60MPH. In both professions, a simple mistake 

or careless act has an extremely high risk factor associated with it. As IT professionals, we can probably rest 

easier knowing the stakes arenõt quite as high for us, but many of these other characteristics also apply. 

When something goes wrong thereõs basically three paths forward; things get better, things get worse, or they 

remain at their current state. We want to improve our troubleshooting skills so the path to improvement is 

quicker. If we donõt succeed weõd like to make sure we donõt make things worse. Making another parallel to 

doctors, the phrase òfirst, do no harmó are words many of us should live by. 

In college, some friends and I joked about shoot-from-the-hip troubleshooting and came up with the phrase 

òtroubleblasting.ó As in, òAndrew doesnõt troubleshoot, he troubleblasts!ó While itõs a pretty campy/lame joke, I 

use it all the time with coworkers and trainees because it conveys an important message. Donõt be a 

troubleblaster by throwing every fix you can think of at a problem, not documenting changes, or failing to 

note what worked and what didnõt. Donõt dive down a deep-dark rabbit hole where youõre desperate because 

nothing is working, your boss is yelling at you and before long youõre just throwing any half-baked solution 

against the server just to see what sticks. Taking suggestions and purposed solutions from the dark corners of 

the internet, thinking that just because someone has a website that means what they posted was supported or 

correct. After all, anyone can start up a free blog on various platforms and start to share their experience with 

the world. No one tests bloggers for their intelligence, so donõt believe everything you see on the internet. At 

the very least, take a backup before trying a solution you found in a blog, even one from a Microsoft or othe r 

trusted source. Otherwise, you run the risk of doing something foolish like deleting your transaction logs 

because youõre full on disk space, enabling circular logging, and then running an ESEUTIL /P against your 

database (more on this scenario in the Backup and Disaster Recovery chapter). All because the internet said so 

and it was the first suggestion that came up for a search on Bing/Google. 

The problem with this swashbuckling approach to tackling an issue is that it usually results in two things: fixes 

that arenõt really fixes but more like Band-Aids or making so many changes in a short timeframe that youõre 

unsure what actually resolved the issue. Often, things get enabled/disabled/installed/uninstalled that actually 

had nothing to do with the problem with the result that instability or some other weakness is introduced into 

the environment. A famous example of this is the Windows Scalable Networking Pack.  

Because the pack was a common culprit for network/performance issues for a few years (mostly due to poor 

code from Microsoft and NIC vendors) it became common practice to blindly disable these features as a first 

step. Unfortunately, these steps were often taken in ignorance of the actual issue and because itõs what was 

always done. This behavior led to many performance issues in Windows because the disabled features werenõt 

able to fulfill the purpose they were designed to. As a Microsoft Escalation Engineer once asked me, òAll these 

customers that disable ToE, RSS, Offloading, etc. How many of them notice it didnõt resolve their issue so they re-

enabled it afterwards?ó This is a perfect example of leaving a system in worse shape than when you started. For 

those interested, Exchange really should have Receive Side Scaling enabled if you want the best performance. 

Take your time when troubleshooting an issue, document each change you make and note whether it had an 

effect. In addition, ensure you allow sufficient time for the change to take effect (AD replication, service restart, 

application pool recycle, etc.). When youõve finished, you can work backwards to remove any changes that you 

felt did not resolve the issue, In that way youõre not introducing unnecessary changes to the environment 

(remember; change=risk). 

http://blogs.technet.com/b/timmcmic/archive/2014/04/06/cluster-network-thresholds-a-good-read.aspx
http://windowsitpro.com/networking/give-microsoft-s-scalable-networking-pack-another-look
http://blogs.technet.com/b/exchange/archive/2013/07/30/a-reminder-on-real-life-performance-impact-of-windows-snp-features.aspx
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Lastly, probably the most important tip with troubleshooting or debugging any issue. Donõt let your 

assumptions immediately become your conclusions. Or to put it another way, donõt make your mind up before 

actually looking at the facts. People have a way of contorting the facts to suit their narrative when theyõre 

already so strongly convicted. Working for a hardware vendor most of my career, Iõve often seen the customer 

who is convinced the performance issue is with hardware. Of course, we deal with hardware every day and 

understand that components break, so weõre certainly not opposed to the idea of it being the root cause, but 

we need to see some proof first. In many instances, a customer will demand replacement hardware in the 

certain knowledge that it has to be the cause and will reject any input from us or Microsoft with hostility 

because in this customerõs mind it can be only one thing; hardware. Sometimes a broken component certainly 

is a problem, but often itõs a configuration issue, or a sizing issue, or a software bug. The point is that an 

effective troubleshooter will let the facts lead them to the answer, not emotion, not anecdotal evidence, and 

certainly not preexisting prejudice (òX product  was the culprit  last time, so it must be this time as welló). You 

can certainly have a theory, but it canõt be baseless. The biggest problem with anecdotal evidence is that itõs 

sometimes right, and it leads people to think that their method  is sound. You canõt win at the craps tables 

every night, so go with the safe bet; actual evidence. 

Additional reading  
Testing 
¶ Microsoft Anti-Virus Exclusion List 

¶ Exchange Setup Logs - Best Practices 

¶ How does Exchange 2007 setup know to resume a failed setup? 

¶ Exploring Exchange Server Component States 

Supportability and Staying up to Date  
¶ Servicing Exchange 2013 

¶ Servicing Microsoft Exchange Server: Update Your Knowledge 

¶ Microsoft Support Lifecycle 

¶ Exchange 2013 SP1 Transport Agent Fix (updated) 

¶ Exchange 2013 CU3 causes headaches for OWA on Windows XP 

¶ Shock! Outlook 2010 users on Windows XP experience problems with Exchange 2013 CU7 

Being an effective troubleshooter 
¶ Cluster Network Thresholds ð A Good Read 

¶ Give Microsoftõs Scalable Networking Pack Another Look 

¶ A reminder on real life performance impact of Windows SNP features 

  

http://social.technet.microsoft.com/wiki/contents/articles/953.microsoft-anti-virus-exclusion-list.aspx
http://blogs.technet.com/b/messaging_with_communications/archive/2013/07/03/exchange-setup-logs-best-practices.aspx
http://blogs.technet.com/b/exchange/archive/2007/05/21/3402900.aspx
http://vanhybrid.com/2013/07/14/exploring-exchange-server-component-states/
http://blogs.technet.com/b/exchange/archive/2013/02/08/servicing-exchange-2013.aspx
https://channel9.msdn.com/Events/Ignite/2015/BRK3207
https://support.microsoft.com/en-us/gp/lifeselectindex
http://eightwone.com/2014/03/05/exchange-2013-sp1-transport-agent-fix/
http://windowsitpro.com/blog/exchange-2013-cu3-causes-headaches-owa-windows-xp
http://windowsitpro.com/blog/shock-outlook-2010-users-windows-xp-experience-problems-exchange-2013-cu7
http://blogs.technet.com/b/timmcmic/archive/2014/04/06/cluster-network-thresholds-a-good-read.aspx
http://windowsitpro.com/networking/give-microsoft-s-scalable-networking-pack-another-look
http://blogs.technet.com/b/exchange/archive/2013/07/30/a-reminder-on-real-life-performance-impact-of-windows-snp-features.aspx
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Chapter 2: Troubleshooting 

Active Directory 
Andrew Higginbotham  

An unhealthy Active Directory environment is an unhealthy Exchange environment . Youõd be hard-pressed to 

find an Exchange expert who would disagree with that statement. Since Exchange 2000 replaced its own 

directory with  the Windows Active Directory infrastructure, an Active Directory skillset has been a prerequisite 

for those who design, deploy, and administer an Exchange environment. Before we look at the various tools 

and techniques available for troubleshooting Active Directory issues that affect Exchange, to gain an insight 

into the issues that might occur, letõs first discuss how Exchange interacts with Active Directory. 

An Active Directory database is organized into Partitions (sometimes referred to as Naming Contexts), each 

replicating between Domain Controllers and containing various kinds of data. The partitions are the Schema 

partition, Domain Partition, Configuration Partition, and Application Partition. Letõs consider what Exchange 

data is contained in each partition . 

The Active Directory schema contains the definitions of object classes and attributes used within the Forest. 

Out of the box (before Exchange has been installed), Active Directory has absolutely no idea what an Exchange 

Server, Mailbox Database, Database Availability Group (DAG), or Mailbox is because the schema does not 

define these objects. When the Exchange installer performs a schema update (Setup /PrepareSchema), it adds 

the definitions of the various objects used by Exchange so that the objects become known to the directory 

and can be manipulated by the management tools . When it is said that Exchange requires a schema update, it 

means that the Active Directory schema must be updated to allow existing objects to take on new 

functionality or to accommodate completely new objects .  

Because the schema is essentially just a big repository of definitions, itõs extremely rare to experience a failure 

during the update process. From a troubleshooting perspective, Iõve never found myself spending much time 

looking at the schema, except perhaps to verify the current schema version after an update (see this post for 

more information).  The most common issues with the schema are permissions or reachability issues 

encountered while attempting an update . These probl ems are usually resolved by ensuring that: 

¶ Your account is a member of the Schema Admins group, 

¶ You can communicate with the Domain Controller holding the Schema Master FSMO role  

¶ The Active Directory Remote Server Administration Tools are installed on the workstation where the 

update runs  

The Domain Partition contains all objects created in a single domain and replicates its data only within that 

domain. This is where youõll find User Objects, Distribution Groups, Computer Objects, and Organizational 

Units. When an Exchange client (Outlook, OWA, etc.) performs a query against Address Lists, this is the part of 

Active Directory queried by the client. When an additional SMTP address is added to a Recipient, itõs stamped 

onto the user object in this partition (using t he ProxyAddresses Attribute). This Exchange attribute, along with 

many others are populated on the Active Directory objects when they are either Mail -Enabled or Mailbox-

Enabled. While these Attributes are present on all user objects, they are not populated  until the user objects 

are used with Exchange in some way.  

http://www.bhargavs.com/index.php/2009/11/20/verify-exchange-server-schema-version/
https://en.wikipedia.org/wiki/Active_Directory#Single_server_operations
http://blogs.technet.com/b/theexchangeguy/archive/2012/08/24/preparing-active-directory-and-schema-for-exchange-2013-release-preview.aspx
http://blogs.technet.com/b/theexchangeguy/archive/2012/08/24/preparing-active-directory-and-schema-for-exchange-2013-release-preview.aspx
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From a troubleshooting perspective, Exchange needs access to this data regardless of which Active Directory 

domain the user objects exist in. This means all domains containing Exchange-enabled objects must have 

Setup /PrepareAD run against it and all objects need to have Inheritable Permissions set to Allowed. To satisfy 

this requirement , at least one writable Global Catalog server must be deployed in each Active Directory Site 

where Exchange is installed.  

A Global Catalog server is a Domain Controller that contains a subset of all domain objects in the Forest. 

Because the Global Catalog holds this data, Exchange can perform queries and make changes to objects 

regardless of which domain the object belongs . If a writable Global Catalog server is not available, Exchange 

queries will fail and services may not start (more on that shortly). Often in a multi -site environment, when a 

change to an Exchange Recipient is made, but not picked up by another Active Directory Site, itõs this partition 

that requires updating (I typically use repadmin /syncall /Aed in a small lab environment. In a larger 

environment the /Aed switch m ay saturate WAN bandwidth). Updates to other Global Catalog servers occur 

via Active Directory Replication, which is a multi-master replication process designed to propagate changes to 

Domain Controllers. When Domain Controllers exist in separate Active Directory Sites, this replication normally 

occurs according to a scheduled interval, unless an administrator forces replication using the repadmin 

command. However, enabling Change Notification on your Active Directory Site Links can speed up this 

process. 

Creations/Modifications that require replication of the Domain Partition  include: 

¶ Adding a new Mailbox/Resource/Distribution Group  

¶ Adding a ProxyAddress (SMTP Address) to a Mailbox or other mail -enabled object 

¶ Moving a mailbox to a new Database 

¶ Updating User passwords (Depending upon Urgent Replication behavior) 

¶ Updating the membership of a distribution group  

¶ Enabling the archive for a mailbox 

¶ Updating the quotas assigned to a mailbox or an archive mailbox 

¶ Updating Exchange policies - Retention/OWA/ActiveSync/Unified Messaging/RBAC Policies 

¶ Updating mailbox permissions (Full Mailbox/Send As/Send on Behalf) 

The Configuration Partition contains information on the physical structure , services, and configuration of the 

Forest. This is where the objects that constitute the  Exchange organization are held, such as Exchange Server 

objects, Connectors, Virtual Directories, Mailbox Databases, Public Folders, Database Availability Groups, 

Active Directory Sites, and various policies. When you make a change to the Exchange configuration , the 

command you execute manipulates the attributes for objects in this container. Often in a multi -site 

environment, when a change to Exchange Configuration is made but not yet detected in another Active 

Directory Site, itõs this partition that requires updating (I typically use repadmin /syncall /Aed).  

Creation/Modifications that require replication of the Configuration Partition  include:  

¶ Adding or removing Exchange servers 

¶ Exchange Virtual Directories 

¶ Retention/OWA/ActiveSync/Unified Messaging/RBAC Policies 

¶ Unified Messaging Dial Plans 

¶ Role-Based Access Control (RBAC) setting/policy  

¶ Public Folders (also dependent on Public Folder Hierarchy replication) 

¶ Accepted Domains 

¶ Email Address Policies 

¶ Transport Rules 

¶ Receive/Send Connectors 

https://technet.microsoft.com/en-us/library/cc782048(v=ws.10).aspx
https://technet.microsoft.com/en-us/library/cc755994(v=ws.10).aspx
http://www.expta.com/2009/03/how-to-enable-change-notification-on.html
http://blogs.technet.com/b/kenstcyr/archive/2008/07/05/understanding-urgent-replication.aspx
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¶ Mailbox Databases 

¶ Database Availability Groups 

¶ Enabled Certificates 

¶ Hybrid Configuration  

The last partition type is an Application Partition. When talking of Exchange, the most important type of 

Application Partition is the DNS Application Partition; which is created when you use Active Directory-

Integrated DNS Zones. An unhealthy DNS infrastructure means an unhealthy Active Directory environment  

and usually doesnõt bode well for Exchange, especially when the time comes to route messages to other 

servers or external domains.   

DNS issues are broken up into two types; client-side and server-side. Examples of client-side issues include 

configuring an incorrect DNS server address for the NIC of an Exchange server, a mistake that will lead to 

failed DNS queries. I often see smaller customers make this mistake by adding public DNS servers on a NIC for 

redundancy without realizing that  this can cause queuing and service communication issues. Server-side 

issues, for example, include the DNS server not answering queries or not having the proper SRV records 

Exchange needs to be able to contact a Global Catalog server. Whether itõs answering external mail flow 

queries or providing needed service records for Active Directory communication, a properly functioning DNS 

infrastructure is critical for a healthy Active Directory and Exchange environment.  

Having broadly covered what Exchange data is stored in Active Directory and how it interacts with it, letõs now 

cover various failure points and the tools/techniques used to troubleshoot them.  

Using Event Viewer to diagnose Exchange 

Active Directory Communication Issues 
The article of mine I find that I most often provide  to others when theyõre having Active Directory 

communications issues covers MSExchange ADAccess Application Event ID 2080. When the Microsoft 

Exchange Active Directory Topology Service starts up, it queries DNS for SRV records to create a list of 

available and reachable Domain Controllers in both the local and remote Active Directory sites. Figure 2-1 

illustrates some sample SRV records held in DNS. 

Figure 2-1: SRV records in DNS 

After the initial gathering of SRV data, every 15 minutes, MSExchange ADAccess Event ID 2080 is logged 

(Figure 2-2). This event provides important deta ils about the Active Directory servers available to Exchange. 

http://blogs.chrisse.se/2011/04/10/are-you-storing-your-ad-integrated-dns-zones-in-the-dns-application-partitions-ncs
http://blogs.chrisse.se/2011/04/10/are-you-storing-your-ad-integrated-dns-zones-in-the-dns-application-partitions-ncs
https://exchangemaster.wordpress.com/2014/04/15/bad-nic-settings-cause-internal-messages-to-queue-with-451-4-4-0-dns-query-failed-nonexistent-domain/
https://exchangemaster.wordpress.com/2012/11/16/quick-method-to-diagnose-exchange-active-directory-access-service-startup-issues/
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You can get information about the information reported in the event from Microsoft Knowledge Base article 

316300. Much of the conten t below is taken from that Knowledge Base article. More information about the 

DSAccess component functionality is available on this page.  

Figure 2-2: Event 2080 

In Figure 2-2, we see that two Active Directory servers have been detected in the site. Taking the first (ASH-

EX1.ASH.NET) as an example, we can determine: 

Server name:  Indicates the name of the domain controller that the rest of the data in the row corresponds to.   

(ASH-EX1.ASH.NET) 

Roles: The second column shows whether or not the particular server can be used as a configuration domain 

controller (column value C), a domain controller (column value D), or a global catalog server (column value G) 

for this particular Exchange server. A letter in this column means that the server can be used for the 

designated function, and a hyphen (-) means that the server cannot be used for that function. CDG means that 

the server can be used for all roles. 

Enabled: Either 1 for yes or 0 for no. In this example, we see 1, so we know that the server is enabled. 

Reachability:  The fourth column shows whether the server is reachable by a Transmission Control Protocol 

(TCP) connection. These bit flags are connected by an OR value. 0x1 means the server is reachable as a global 

catalog server (port 3268), 0x2 means the server is reachable as a domain controller (port 389), and 0x4 means 

the server is reachable as a configuration domain controller (port 389). In other words, if a server is reachable 

as a global catalog server and as a domain controller but not as a configuration domain controller, the value is 

3. In the example shown above, the value 7 in the fourth column means that the server is reachable as a global 

catalog server, as a domain controller, and as a configuration domain controller (0x1 | 0x2 | 0x4 = 0x7). 

Synchronized:  The fifth column shows whether the "isSynchronized" flag on the rootDSE of the domain 

controller is set to TRUE. These values use the same bit flags connected by an OR value as the flags that are 

used in the Reachability column. The ideal situation is that the values shown in the fourth and fifth columns 

match. 

GC capable: The sixth column is a Boolean expression that states whether the domain controller is a global 

catalog server. The value (1) indicates that the server is a global catalog. 

PDC: The seventh column is a Boolean expression that states whether the domain controller is a primary 

domain controller for its domain.  The value (0) indicates that this is not true. 

https://support.microsoft.com/en-us/kb/316300
https://support.microsoft.com/en-us/kb/316300
http://blogs.technet.com/b/sukum/archive/2013/02/08/ds-access-ad-access-and-ad-sites-link.aspx
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SACL right:  The eighth column is a Boolean expression that states whether DSAccess has the correct 

permissions to read the SACL (part of the NTSecurityDescriptor) against that directory service. The value (1) 

means that this is true. 

Critical Data:  The ninth column is a Boolean expression that states whether DSAccess found this Exchange 

server in the configuration container of the domain controller listed in Server n ame column. The value (1) 

means that the server was found. 

Netlogon Check:  The tenth column states whether DSAccess successfully connected to a domain controllerõs 

Net Logon service. This requires the use of Remote Procedure Call (RPC), and this call may fail for reasons 

other than a server that is down. For example, firewalls may block this call. So, if there is a 7 in the tenth 

column (as is the case here), it means that the Net Logon service check was successful for each role (domain 

controller, configur ation domain controller, and global catalog).  

OS Version: The eleventh column states whether the operating system of the listed domain controller is 

running the minimum supported Operating System. Exchange 2007 only uses domain controllers or global 

catalog servers that are running Windows 2003 SP1 or later. Exchange 2010 and 2013 support Windows 2003 

SP2 or later, while Exchange 2016 supports Windows 2008 SP2 or later. A Boolean expression of 1 means the 

domain controller satisfied the operating system requirements for use by DSAccess. 

The value of this data comes from knowing if Exchange can properly utilize the Domain Controllers available in 

your environment, and is therefore able to communicate with Active Directory. Symptoms that would cause 

you to look at this counter include: 

¶ Issues starting Exchange services 

¶ Intermittent failures in Exchange Management Shell and the Exchange Admin Console 

¶ Events related to communication issues with Active Directory 

If you discover Domain Controllers that Exchange cannot communicate with or that have the improper 

settings, chances are that the problem lies with a firewall setting, lack of exclusion from Anti-Virus scanning, 

some setting overridden by Group Policy, a Deny security entry in Access Control Lists, or other permissions 

issues with the server. 

As an example, restrictive Group Policies can result in Exchange being unable to communicate with Domain 

Controllers since Exchange 2000 (also see KB896703). In the reported  scenarios, customers had improperly 

configured Group Policies which blocked the Manage Auditing and Security log permission to the Exchange 

Servers group. This is just one example of a permission required by Exchange that is configured during setup 

when Setup /PrepareAD is run, but errant Group Policy settings can overwrite this configuration. 

Using Exchange Setup as a troubleshooting 

tool  
When the Exchange Setup program is run for the first time it executes many actions against Active Directory to 

extend and update the schema, create the Exchange configuration in the configuration partition, create 

organizational units, a number of security groups, system mailboxes, and to configure the necessary 

permissions to allow Exchange to use Active Directory on an ongoing basis. Settings must be properly 

configured to have a fully functioning Exchange environment. You can find a list of the changes made by 

Setup on TechNet (and this page).  

The key modifications made to Active Directory by Exchange setup are: 

https://technet.microsoft.com/library/ff728623(v=exchg.150).aspx
http://blogs.technet.com/b/richardroddy/archive/2010/06/16/msexchange-adaccess-dsaccess-errors-and-the-manage-auditing-and-security-right.aspx
http://blogs.technet.com/b/richardroddy/archive/2010/06/16/msexchange-adaccess-dsaccess-errors-and-the-manage-auditing-and-security-right.aspx
https://support.microsoft.com/en-us/kb/896703
https://technet.microsoft.com/en-us/library/bb125224(v=exchg.150).aspx
https://technet.microsoft.com/en-us/library/dn750898.aspx
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¶ The Microsoft Exchange container is created under CN=Services,CN=Configuration,DC=<root 

domain> if it  doesn't already exist 

¶ Permissions are set throughout the configuration partition in Active Directory.  

¶ The Microsoft Exchange Security Groups organizational unit (OU) is created in the root domain of the 

forest, and permissions are assigned to it. 

¶ Default groups are created within the Microsoft Exchange Security Groups OU if they don't already 

exist 

¶ Permissions are set on the Microsoft Exchange System Objects container for the Exchange Servers, 

Organization Management, and Authenticated Users security groups. 

¶ The Exchange Install Domain Servers domain global group is created in the current domain and 

placed in the Microsoft Exchange System Objects container. 

¶ The Exchange Install Domain Servers group is added to the Exchange Servers USG in the root domain. 

¶ Permissions are assigned at the domain level for the Exchange Servers USG and the Organization 

Management USG. 

The last point is key because many permissions and Access Control Lists are created in the domain that need 

to propagate to every Active Directory object used by Exchange. If problems occur (for example, if permissions 

inheritance is blocked to an object) then Exchange functionality may be impaired. 

Instead of installing Exchange itself, you have the option to prepare Active Directory beforehand by using 

command-line setup. The schema can be prepared by using Setup /PrepareSchema and Active Directory can 

be prepared by running Setup /PrepareActiveDirectory (instructions for each can be found in the links provided 

above).  

Many are aware that the / PrepareActiveDirectory option exists and how it is used in deployment scenarios, but 

few are aware of its use for troubleshooting. If youõre experiencing any of the symptoms I described in the 

òUsing Event Viewer to diagnose Exchange Active Directory Communication Issuesó section (probably due to 

Active Directory permissions issues) then running Setup /PrepareActiveDirectory or its shortened version Setup 

/PrepareAD, can be a useful troubleshooting step or even provide the resolution itself.  

Because customers associate Setup /PrepareAD with deployment, changes, outage windows, or any number of 

other scary words, they might be  hesitant about running this command again in production. Iõve never seen or 

heard any reports that running Setup /PrepareAD breaks anyoneõs environment or has caused an outage and 

personally believe that if Setup was to cause an issue, itõs a good indication that the environment had serious 

faults to begin with. In any case, reconfiguring needed Access Control Lists and recreation of Universal Security 

Groups can often resolve issues caused by that restrictive Group Policies or misguided permissions changes.  

A common scenario I see occurs when Setup /PrepareAD is run to resolve a suspected Active Directory 

permissions issue, is successful, yet the issue returns within minutes or a couple of days. This is almost always a 

sign of a Group Policy which is breaking a required Exchange permission after being reapplied when the 

machine is rebooted or the policy has refreshed (whichever comes first). 

Another common time when running  Setup /PrepareAD solves problems is when you need to recreate the 

Arbitration mailboxes after these objects have become corrupt or have been deleted for some reason.  

Itõs also important to note that when running Setup /PrepareAD, you should use the same version of the setup 

binaries as the newest version of Exchange that is installed in the organization.  

Lastly, itõs important to realize that running Setup/PrepareAD to repopulate Active Directory with Exchange 

objects might  not be able to correct all permissions issues if something exists to block the corr ect permissions 

being applied to objects . For instance, if an object or tree has Permission Inheritance Disabled then the 

needed Exchange permissions will continue to not propagate to those objects until this problem is corrected. 

http://social.technet.microsoft.com/wiki/contents/articles/6874.how-to-recreate-system-mailbox-federatedemail-discoverysearchmailbox-in-exchange-2010.aspx
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Figure 2-3 shows how you might detect the issue, as the figure shows that no Exchange security groups have 

permissions for objects (when theyõre expected to be present) within an organizational unit. Enabling 

inheritance should typically resolve this. 

Figure 2-3: No Exchange Security Groups can access an object 

Using Active Directory Sites and Services 
The Active Directory Sites and Services console is the de facto standard tool to manage your Active Directory 

Site topology. It is commonly used to define Active Directory Sites by associating them with IP subnets, to 

create Active Directory Site Links to determine replication paths, and to configure replication frequency. I often 

find myself using this tool in troubleshooting s cenarios for two primary purposes: to force replication to occur 

when an Active Directory change has not been updated in other sites (Figure 2-4) and when Exchange has 

communications issues with Domain Controllers.   

Figure 2-4: Forcing replication using Active Directory Sites and Services 

My preferred method to force Active Directory replication is the command line Repadmin util ity. An Exchange 

change applied to Active Directory in one site that is not detected in other sites after 15 minutes or so is the 

typical justification to force Active Directory replication. If replication does not happen, it will lead to situations 

such as new mailboxes or mailbox databases being invisible to Exchange servers located in other sites, 

updates applied to objects such as virtual directories not showing up, or schema changes not being available.  

https://technet.microsoft.com/en-us/library/cc770963.aspx
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When you troubleshoot Exchange Active Directory communications issues, I use AD Sites and Services to verify 

that Domain Controllers are Global Catalog servers and to ensure that the NTDS settings for all Domain 

Controllers are being displayed.  Figure 2-5 shows what you should see for a healthy domain controller 

whereas Figure 2-6 illustrates a domain controller whose NTDS settings have been missing for some reason. 

This scenario would result in replication, authentication, and general Active Directory access issues to occur. 

Figure 2-5: Healthy Domain Controllers with NTDS settings being displayed 

Figure 2-6: Unhealthy Domain Controller with missing NTDS Settings 

Another issue I have often come across is where an administrator decommissions Domain Controllers 

incorrectly. Instead of running DCPROMO to demote a Domain Controller before it is removed, they will 

simply reformat the o perating system. This action leaves remnants of the Domain Controller behind in Active 

Directory, usually in the form of DNS SRV records as well as a missing NTDS container in AD Sites and 

Services. 

At one time, all you could do to correct the problem was to run a Metadata Cleanup using NTDSUTIL (a low-

level AD tool), delete the server object from AD Sites and Services, and manually remove any lingering records 

of the server that remain in Active Directory. However, starting in Windows Server 2008, all you needed to do 

is to delete the server object from AD Sites and Services and then clean out DNS. However, this method didnõt 

work in all cases. In these circumstances, you would still find yourself running NTDSUTIL. 

Another scenario that requires NTDSUTIL is when an improperly decommissioned Domain Controller holds 

one of the Flexible Single Master Operation (FSMO) roles. In this case, you also have to seize the FSMO roles 

using NTDSUTIL or PowerShell.  

The common symptoms that show up in Exchange when these issues are present include: 

¶ Occasional failures when running cmdlets or queries 

o EX: òObject not foundó 

¶ Exchange service startup issues 

o Services do not start or take several attempts to successfully start 

¶ Slowness of directory queries from Outlook clients  

o Delays of several seconds when querying mailboxes, calendars, etc. 

¶ Mail flow delays 

https://support.microsoft.com/en-us/kb/296882
https://support.microsoft.com/en-us/kb/216498
https://support.microsoft.com/en-us/kb/255504
http://social.technet.microsoft.com/wiki/contents/articles/6736.move-transfering-or-seizing-fsmo-roles-with-ad-powershell-command-to-another-domain-controller.aspx
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o Several minutes between mail leaving the Outbox and arriving in the recipientõs mailbox 

Using the DCDIAG Tool 
The Domain Controller Diagnostic Tool, also known as DCDIAG, is a useful tool for both Active Directory and 

Exchange administrators. The TechNet article for the command details the various tests that it can perform. 

Those tests include: 

¶ Verify required DNS records exist for the Domain Controllers in Active Directory 

¶ Verify the Domain Controllers respond to ICMP requests 

¶ Verify the Domain Controllers allow LDAP connectivity by binding to the instance on each server 

¶ Verify the Domain Controllers are advertising themselves properly (as Global Catalog, as Time Servers, 

etc.) 

¶ Verify Active Directory replication is healthy 

¶ Parse through meaningful Event Logs related to Active Directory health and identify concerns 

¶ Verify SYSVOL and NETLOGON shares are present and able to service domain clients 

For a full listing of possible tests that DCDIAG can run, see this Microsoft Blog Post.  

In its simplest form, you can just run DCDIAG from an elevated command prompt and get useful output. 

However, if more detailed output is required, here are just a few parameters can be used with the command: 

dcdiag /test:dns    Validate DNS health 

dcdiag /test:testnetlogons  Validate accessibility/permissions for NETLOGON/SYSVOL shares 

dcdiag /test:replications   Checks whether last replication attempt was successful 

dcdiag /test:services   Validates AD-dependent services are running and accessible 

If you suspect Active Directory issues are adversely affecting the Exchange environment, DCDIAG is a quick 

tool to ge t a health report of each Domain Controller.  

Using the REPADMIN Tool 
The Replication Administration tool, also known as REPADMIN, is used to view and troubleshoot Active 

Directory replication between Domain Controllers. The TechNet article for the command lists the set of 

supported parameters and functions. Some of the more common parameters used for troubleshooting are as 

follows: 

repadmin /showrepl  Displays replication status of most recent inbound replication neighbors 

repadmin /replsummary  Summarizes replication state and health of forest 

repadmin /syncall  Synchronizes with all replication partners 

Note:   Another common cause of service startup and logon failure is Kerberos Time Skew. By default, 

Active Directory and Kerberos requires a discrepancy of no greater than five minutes between parties 

participating in Kerberos Authentication. Ensure all devices have a consistent time keeping source and 

are always within five minutes of each other. In some virtualization scenarios, if proper time 

synchronization is not being performed, Exchange components and Management Tools will encounter 

failures. 

https://technet.microsoft.com/en-us/library/cc776854(v=ws.10).aspx
http://blogs.technet.com/b/askds/archive/2011/03/22/what-does-dcdiag-actually-do.aspx
https://technet.microsoft.com/en-us/library/cc770963.aspx
http://blogs.msdn.com/b/asiatech/archive/2009/04/27/kerberos-authentication-failed-due-to-time-skew.aspx
https://technet.microsoft.com/en-us/library/cc780011(v=ws.10).aspx
https://en.wikipedia.org/wiki/Kerberos_%28protocol%29
http://exchangeserverpro.com/exchange-2010-management-console-initialization-failed/
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The parameter /syncall is the most commonly used option to force Active Director y replication between 

domain controllers. I personally find it extremely useful for a multi -site lab environment when I donõt want to 

wait for replication to occur after making a configuration change. The parameter even has its own TechNet 

article. I typically use the command repadmin /syncall /Aed to synchronize all naming contexts across all 

Domain Controllers in all sites. This step ensures all Exchange changes are replicated, but use it with care in 

larger environments as the replication activity that results may saturate network bandwidth, especially to 

domain controllers that serve smaller sites in hub-and-spoke networks. 

Active Directory User Token Bloat 
Every Active Directory user must be issued an Access Token to be used to access resources in the domain . An 

access token is a protected object that contains information about the identity and privileges associated with a 

user account.  

When a user logs on interactively or attempts to make a network connection to a computer running Windows, 

the logon process authenticates the userõs logon credentials. If authentication is successful, the logon process 

returns a Security Identifier (SID) for the user and a list of SIDs for the security groups to which the user 

belongs. The Local Security Authority (LSA) on the computer uses this information to create an access token ñ 

in this case, the primary access token ñ that includes the SIDs returned by the logon process as well as a list 

of privileges assigned by local security policy to the user and to the security groups to which the user belongs.  

After LSA creates the primary access token, a copy of the access token is attached to every process and thread 

that executes on the userõs behalf. Whenever a thread or process interacts with a securable object or tries to 

perform a system task that requires privileges, the operating system checks the access token associated with 

the thread to determine the level of authorization for the thread. This includes Exchange client and server 

processes which authenticate the user account against a resource. 

Token Bloat happens when a userõs access token becomes so large that either certain data gets excluded from 

the token or certain applications cannot handle authentication using the token provided. One Microsoft 

employee described the situation as follows, òPicture a suitcase filled to overflowing. You managed to close it 

but some stuff had to get left out.ó Token Bloat is most often caused by one of the following:  

¶ Users are migrated from one Active Directory domain to another. The Security Identifier history 

(SIDHistory) is retained from the previous domain to preserve seamless access to resources for the 

user. 

¶ Users are added to many security groups. The issue is made exponentially worse when those groups 

are nested into other group memberships.  

Among the tools that are a vailable to combat this issue are scripts to detect user token size, formulas to 

determine token size, as well as improvements in the latest operating systems to better handle this situation. 

However, it should also be known how this can adversely affect Exchange environments.  

A common issue seen with proxying is during migrations to Exchange 2013. The same issue can be expected 

with Exchange 2016 migrations as it involves the same proxy action. The article òFailures when proxying HTTP 

requests from Exchange 2013 to a previous Exchange versionó describes a scenario where HTTP traffic must be 

sent from the newer Exchange version (2013 in this case) to a legacy version. As previously mentioned, access 

Note:  For additional reading on the topic of Active Direct ory Replication, especially the differences 

between FRS and DFSR replication, I recommend this Microsoft post detailing the pros/cons of each. 

https://technet.microsoft.com/en-us/library/cc835086.aspx
https://technet.microsoft.com/en-us/library/cc835086.aspx
https://technet.microsoft.com/en-us/library/cc759267(v=ws.10).aspx
http://blogs.technet.com/b/tspring/archive/2013/07/25/token-bloat-apparently-not-caused-by-spicy-food.aspx
https://gallery.technet.microsoft.com/scriptcenter/Check-for-MaxTokenSize-520e51e5
https://support.microsoft.com/en-us/kb/327825
http://windowsitpro.com/security/q-what-improvements-has-microsoft-made-windows-8-and-windows-server-2012-reduce-number-kerb
https://exchangemaster.wordpress.com/2015/09/11/failures-when-proxying-http-requests-from-exchange-2013-to-a-previous-exchange-version/
https://exchangemaster.wordpress.com/2015/09/11/failures-when-proxying-http-requests-from-exchange-2013-to-a-previous-exchange-version/
https://blogs.technet.microsoft.com/askds/2010/04/22/the-case-for-migrating-sysvol-to-dfsr/
https://blogs.technet.microsoft.com/askds/2010/04/22/the-case-for-migrating-sysvol-to-dfsr/
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tokens can be used by application processes for authentication purposes and should the tokens be too large, 

failures can occur.  

For one large organization I worked with, after moving their Exchange Outlook Web App (OWA) and Outlook 

Anywhere namespace from Exchange 2010 to Exchange 2013, some users experienced failures. Upon further 

investigation we determined that only users with large tokens were experiencing the issue. Useful Exchange 

logs to help diagnose this issue can be found in the <Exchange Server Install Path>\Logging\HttpProxy\<Http 

resource> logs on the Exchange Server 2013 Client Access server.  In this case, the resolution was to either 

reduce the number of groups the affected users were members of (and therefore reducing their token size) or 

to make the changes suggested in Microsoft Knowledge Base article KB298844 on the legacy Exchange 

servers. The relevant extract is as follows: 

Increase the MaxFieldLength and MaxRequestBytes entries to the following values. This change requires a restart 

of the Client Access servers. The recommended value for Exchange 2010 coexistence is 65536.  

HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\HTTP\Parameters 

MaxRequestBytes DWORD 65536 (Decimal) 

MaxFieldLength DWORD 65536 (Decimal) 

Because Exchange 2016 will also proxy connections to previous versions of Exchange, and since this issue is 

caused by Active Directory and not Exchange, I expect to continue to see this issue in the future. Since the 

proxying of HTTP connections is the key factor here, the problem  affects Exchange connections related to 

Outlook Anywhere, Outlook Web App (OWA), Offline Address Book (OAB), Exchange Web Services (EWS), and 

ActiveSync.  

User Principal Names and Exchange 

Authentication  
A User Principal Name, or UPN, is an Active Directory login format for user identification that resembles an 

SMTP address. For example, if I had an Active Directory environment where my username is òAndrewó and my 

domain name is òAndrewLab.localó, my UPN would be Andrew@AndrewLab.local. If I install Exchange in this 

environment, the default SMTP address for my recipients would be Alias@AndrewLab.local. Because ò.Localó 

suffixes are invalid for public email communications, to get around the problem, we can create a new 

Accepted Domain of òAndrewLab.comó (for example) and apply it  to all recipients using an Email Address 

Policy. With this configuration, I could send emails externally as Andrew@AndrewLab.com, but my default or 

òImplicitó UPN remains Andrew@AndrewLab.Local (more details here on Explicit vs Implicit UPNs).  

This is important because when a user connects to Autodiscover using an Outlook or ActiveSync client, they 

must provide their Primary SMTP address for Autodiscover to be successful. If this fails, they might  be 

presented the option to use their Domain \Username format (also known as the pre-Windows 2000 User 

Logon Name) but this is not an ideal user experience. In this scenario, because our primary SMTP address is 

not a valid UPN, we will not have a seamless logon experience.  

This scenario is often encountered, especially inside organizations who deployed Active Directory in the 1999-

2004 period when less attention was paid to the goodness of having matching UPNs and primary email 

addresses. Although the solution is simple, it  can also involve some tedious administration effort. The solution 

is to first define an additional UPN Suffix in Active Directory Domains and Trusts (Figure 1-7). 

https://support.microsoft.com/en-us/kb/2988444
http://blog.schertz.name/2012/08/understanding-active-directory-naming-formats/
https://jorgequestforknowledge.wordpress.com/2010/10/12/user-principal-names-in-ad-part-1/
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Figure 2-7: Adding a UPN Suffix to a domain in Active Directory Domains and Trusts 

After defining the additional UPN, the Explicit UPN for each user account can be changed via a drop-down 

menu as shown in Figure 2-8. In this case, the userõs UPN becomes Andrew@AndrewLab.com and so matches 

the primary SMTP address to resolve the Autodiscover authentication issue. 

Figure 2-8: Defining the Explicit UPN for a user account in Active Directory Users and Computers 

Of course, this action can be scripted to bulk -process a set of user accounts. Several useful scripts exist 

(Reference 1 Reference 2 Reference 3) that can serve as a basis for this procedure. A common favorite among 

Active Directory and Exchange professionals is ADModify  which offers a GUI and an easy òundoó feature. Note 

that making sure that the UPNs match primary SMTP addresses is vital for Office 365 migrations . It is also a 

best practice for on-premises Exchange. If I hear reports of authentication pop -ups in Outlook or ActiveSync 

clients, my first step is to ensure the user accountõs primary SMTP address aligns with either their Explicit or 

Implicit UPN as this ensures both a consistent and seamless login experience.  

  

http://blog.jasonsherry.net/2014/08/15/script-set-upn-o365-ps1-sets-upns-on-premises-and-in-office-365/
http://www.msexchange.org/blogs/walther/news/office-365-changing-user-principal-name-upn-users-bulk-using-gui-tool.html
https://gallery.technet.microsoft.com/Change-UPN-592177ea
http://admodify.codeplex.com/
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Active Directory Performance Counters and 

MaxConcurrentAPI 
While relevant Windows performance counters and Performance Monitor will be covered extensively in our 

òPerformanceó chapter, letõs discuss a few important Active Directory counters which are relevant to Exchange 

Server health. Table 2-1 lists the relevant Active Directory counters for Exchange called out in TechNet (more 

information is available on these counters here). 

Counter  Description  Threshold  

MSExchange ADAccess 

Domain Controllers(*) \ LDAP 

Read Time 

 

Shows the time in milliseconds 

(ms) to send an LDAP read 

request to the specified domain 

controller and receive a 

response. 

Should be below 50 ms on 

average. Spikes (maximum 

values) shouldn't be higher than 

100 ms. 

MSExchange ADAccess 

Domain Controllers(*) \ LDAP 

Search Time 

 

Shows the time (in ms) to send 

an LDAP search request and 

receive a response. 

Should be below 50 ms on 

average. Spikes (maximum 

values) shouldn't be higher than 

100 ms. 

MSExchange ADAccess 

Processes(*)\ LDAP Read Time 

 

Shows the time (in ms) to send 

an LDAP read request to the 

specified domain controller and 

receive a response. 

Should be below 50 ms on 

average. Spikes (maximum 

values) shouldn't be higher than 

100 ms. 

MSExchange ADAccess 

Processes(*)\ LDAP Search 

Time 

 

Shows the time (in ms) to send 

an LDAP search request and 

receive a response. 

 

Should be below 50 ms on 

average. Spikes (maximum 

values) shouldn't be higher than 

100 ms. 

\ Netlogon \ Semaphore 

Waiters  

 

The average number of waiters 

waiting on the semaphore 

See Microsoft Knowledge Base 

article 2688798 How to do 

performance tuning for NTLM 

authentication by using the 

MaxConcurrentAPI setting 

\ Netlogon \ Semaphore 

Holder s 

 

How many threads on average 

are holding the client 

semaphore. This is the number 

of threads trying to get a 

Netlogon session to a Domain 

Controller that are Blocked. 

Blocked could be locked open 

by a process, network down, etc. 

When semaphore waiters is non 

0, some local process is waiting 

on lsass for a response and the 

lsass thread is blocked. This 

correlates to the 

MaxConcurrentApi setting. 

<2 with Windows Server 

2003/2008 Domain Controllers. 

<10 on Windows Server 2012 or 

newer Domain Controllers 

\ Netlogon \ Semaphore 

Acquires  

 

The total number of times that 

the semaphore has been 

obtained over the lifetime of the 

security channel connection, or 

since system startup for _Total. 

Not applicable  

https://technet.microsoft.com/en-us/library/dn904093(v=exchg.150).aspx
http://blogs.technet.com/b/mikelag/archive/2009/08/04/the-case-of-the-mysterious-exchange-server-hang.aspx
http://blogs.technet.com/b/mikelag/archive/2009/08/04/the-case-of-the-mysterious-exchange-server-hang.aspx
https://support.microsoft.com/en-us/kb/2688798
https://support.microsoft.com/en-us/kb/2688798
https://support.microsoft.com/en-us/kb/2688798
https://support.microsoft.com/en-us/kb/2688798
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\ Netlogon \ Semaphore 

Timeouts  

 

The total number of times that  a 

thread has timed out while it 

waited for the semaphore over 

the lifetime of the security 

channel connection, or since 

system startup for _Total. 

Not applicable. Note: Default 

timeout is 45 seconds. 

\ Netlogon \ Average 

Semaphore Hold Time  

 

The average wait time for a 

thread to acquire the semaphore 

These values should normally be 

very quick. Longer hold times 

mean that a potential bottleneck 

is occurring. 

Table 2-1: Important Exchange Server performance counters 

Some of the terms used above may be unfamiliar to most, so letõs define them. A semaphore in programming 

logic is an apparatus for controlling access by multiple processes to a common resource in a concurrent 

system. Think of this like a microphone in a panel Q&A session. If only two microphones are distributed for 

Q&A, then only two concurrent individuals can be conversing at once. In Windows Domain Controllers (from 

Windows Server 2003 to Windows Server 2008) the default number of semaphores is 2. This means a server 

could handle no more than 2 authentication requests at a time. Each request has a timeout value of 45 

seconds, so a server can quickly become overloaded should requests become hung. This behavior is controlled 

by the MaxConcurrentAPI setting.  

Armed with this information, we begin to understand how to interpret the above counters. MaxConcurrentAPI 

is a setting that applies to both the client and server sides of a NetLogon authentication session, which means 

that t he bottleneck could exist either on the client -side (Exchange Server) or server-side (Domain Controller) of 

the connection. The symptom to the end user may be repeated authentication prompts, but the root cause is 

probably that  not enough NetLogon authentication channels exist to handle the authentication traffic 

between the Exchange Server and its reachable Domain Controllers. In most scenarios, it is sensible to increase 

the MaxConcurrentAPI setting on both the Exchange Server and Domain Controller operating system. This is 

done by adding (or adjusting)  the following registry changes on both systems.  

After making the change, at a command prompt, run net stop NetLogon, and then run net start NetLogon. 

This Microsoft blog  provides some information to help you determine what value is appropriate for your 

environment. For more detail on how to troubleshoot and diagnose issues related to MaxConcurrentAPI, see 

this òAsk Premier Field Engineeringó blog post. As described in the post, here are the most common symptoms 

of MaxConcurrentAPI issues: 

¶ Users may be prompted for authentication even though correct credentials are used. 

¶ Slow authentication (may be intermittent or consis tent); this may mean authentication slows through 

the day, or is slow from the hours of 8AM-9:30AM but fine the rest of the time, or any number of 

scenarios here. 

¶ Authentication may be sporadic (10 users sitting next to each other may work fine but 3 other  users 

sitting in the same area may not be able to authenticate; or vice versa) 

¶ Microsoft and/or 3rd party applications fail to authenticate users  

¶ Authentication fails for all users 

¶ Restarting the NetLogon service on the application server or domain contro llers may temporarily 

resolve the issue 

Subkey Type Value 

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Netlogon \ 

Parameters\MaxConcurrentAPI 

REG_DWORD Higher than 

the default 

(2) 

https://en.wikipedia.org/wiki/Semaphore_(programming)
http://blogs.technet.com/b/get-exchangehelp/archive/2013/01/31/the-curious-case-of-maxconcurrentapi.aspx
http://blogs.technet.com/b/get-exchangehelp/archive/2013/01/31/the-curious-case-of-maxconcurrentapi.aspx
http://social.technet.microsoft.com/wiki/contents/articles/9759.configuring-maxconcurrentapi-for-ntlm-pass-through-authentication.aspx
http://blogs.technet.com/b/askpfeplat/archive/2014/01/13/quick-reference-troubleshooting-diagnosing-and-tuning-maxconcurrentapi-issues.aspx
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¶ Any authentication handled by NetLogon (or Kerberos PAC validation) may experience the same or 

similar behavior 

¶ Synchronization is not being performed  

¶ Exchange components and Management Tools will encounter failures 

Fortunately, this problem should be less common as customers deploy Exchange 2013/2016 and Domain 

Controllers onto Windows Server 2012 or newer operating systems. This is because the default value of 

MaxConcurrentAPI is 10 instead of 2 on Server 2012. The five-fold increase in authentication channels should 

alleviate these issues in most environments.  

However, each environment is different and requires tuning according to the observed workload. The risk of 

setting these values extremely high (150 for example) is unnecessarily high resource utilization on the systems, 

so the change should be handled with care.  

As one last step to aid in diagnosing NetLogon issues, you can enable NetLogon debug logging . Personally, I 

find the performance counters listed in Table 2-1 are sufficient to tell me when thereõs an Active Directory 

bottleneck but these logs may prove useful in confirming a diagnosis. Another alternative for Exchange servers 

is to enable Kerberos authentication for client connections, which scales much better for larger or more AD 

authentication intensive environments.     

Additional reading  

Overview 

¶ Verify Exchange Server Schema Version 

¶ FSMO Roles 

¶ Preparing Active Directory and Schema for Exchange 2013 Release Preview 

¶ Sites overview 

¶ How Active Directory Replication Topology Works 

¶ Enabling Change Notification on your Active Directory Site Links 

¶ Understanding Urgent Replication 

¶ Are you storing your AD-Integrated DNS Zones in the DNS Application Partitions 

¶ Bad NIC Settings Cause Internal Messages to Queue with 451 4.4.0 DNS query failed (nonexistent 

domain) 

Note:  this should not be done as a workaround as you are merely pushing the problem off to another 

machine! 

Note:  The most common scenario for performance issues in modern operating systems is if several 

Exchange Servers in a load balanced array were to fail and the remaining servers had to bear the load 

of all authentication requests.  

Having the foundational knowledge of troubleshooting A ctive Directory will aid us in maintaining a 

stable and resilient foundation for Exchange. We now move on to Client Access Services and the means 

in which users access Exchange once theyõre authenticated by Active Directory. 

https://support.microsoft.com/en-us/kb/109626
https://technet.microsoft.com/en-us/library/ff808312(v=exchg.150).aspx
http://blogs.technet.com/b/exchange/archive/2011/04/15/recommendation-enabling-kerberos-authentication-for-mapi-clients.aspx
http://blogs.technet.com/b/exchange/archive/2011/04/15/recommendation-enabling-kerberos-authentication-for-mapi-clients.aspx
http://www.bhargavs.com/index.php/2009/11/20/verify-exchange-server-schema-version/
https://en.wikipedia.org/wiki/Active_Directory#Single_server_operations
http://blogs.technet.com/b/theexchangeguy/archive/2012/08/24/preparing-active-directory-and-schema-for-exchange-2013-release-preview.aspx
https://technet.microsoft.com/en-us/library/cc782048(v=ws.10).aspx
https://technet.microsoft.com/en-us/library/cc755994(v=ws.10).aspx
http://www.expta.com/2009/03/how-to-enable-change-notification-on.html
http://blogs.technet.com/b/kenstcyr/archive/2008/07/05/understanding-urgent-replication.aspx
http://blogs.chrisse.se/2011/04/10/are-you-storing-your-ad-integrated-dns-zones-in-the-dns-application-partitions-ncs
https://exchangemaster.wordpress.com/2014/04/15/bad-nic-settings-cause-internal-messages-to-queue-with-451-4-4-0-dns-query-failed-nonexistent-domain/
https://exchangemaster.wordpress.com/2014/04/15/bad-nic-settings-cause-internal-messages-to-queue-with-451-4-4-0-dns-query-failed-nonexistent-domain/
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Using Event Viewer to diagnose Exchange Active Directory 

Communication Issues 

¶ Quick method to diagnose Exchange Active Directory Access and Service Startup Issues 

¶ Event ID 2080 from MSExchangeDSAccess 

¶ Exchange DSAccess / ADAccess and AD site Link 

¶ Exchange Server Supportability Matrix 

¶ MSExchange ADAccess (DSAccess) errors and the òManage auditing and securityó right 

¶ Issues that may occur when the "Manage auditing and security log" permission is removed from the 

Exchange Enterprise Servers group in Exchange 2000 Server 

Using Exchange Setup as a troubleshooting tool 

¶ Prepare Active Directory and domains 

¶ What changes in Active Directory when Exchange 2016 is installed? 

¶ How to recreate System Mailbox, Federated Email and DiscoverySearchMailbox in Exchange 2010 

Using Active Directory Sites and Services 

¶ Repadmin 

¶ How to promote a domain controller to a global catalog server  

¶ How to remove data in Active Directory after an unsuccessful domain controller demotion  

¶ Using Ntdsutil.exe to transfer or seize FSMO roles to a domain controller 

¶ Move (Transferring or Seizing) FSMO Roles with AD-PowerShell Command to Another Domain 

Controller 

¶ Kerberos Time Skew 

¶ Authentication Errors are Caused by Unsynchronized Clocks 

¶ Kerberos Authentication  

¶ Time Synchronization issues and Exchange Management Tools 

Using the DCDIAG Tool 

¶ Domain Controller Diagnostics Tool (dcdiag.exe) 

¶ What does DCDIAG actuallyê do? 

Using the REPADMIN Tool 

¶ Repadmin 

¶ Repadmin /syncall 

¶ The Case for Migrating SYSVOL to DFSR 

Active Directory User Token Bloat 

¶ What Are Access Tokens? 

¶ Token Bloat Apparently Not Caused By Spicy Food 

¶ Check for MaxTokenSize Problems (Updated) 

¶ Problems with Kerberos authentication when a user belongs to many groups 

¶ What improvements has Microsoft made in Windows 8 and Windows Server 2012 to reduce the 

number of Kerberos authentication errors due to token bloat and too -large Kerberos tickets? 

¶ Failures when proxying HTTP requests from Exchange 2013 to a previous Exchange version 

https://exchangemaster.wordpress.com/2012/11/16/quick-method-to-diagnose-exchange-active-directory-access-service-startup-issues/
https://support.microsoft.com/en-us/kb/316300
http://blogs.technet.com/b/sukum/archive/2013/02/08/ds-access-ad-access-and-ad-sites-link.aspx
https://technet.microsoft.com/library/ff728623(v=exchg.150).aspx
http://blogs.technet.com/b/richardroddy/archive/2010/06/16/msexchange-adaccess-dsaccess-errors-and-the-manage-auditing-and-security-right.aspx
https://support.microsoft.com/en-us/kb/896703
https://support.microsoft.com/en-us/kb/896703
https://technet.microsoft.com/en-us/library/bb125224(v=exchg.150).aspx
https://technet.microsoft.com/en-us/library/dn750898.aspx
http://social.technet.microsoft.com/wiki/contents/articles/6874.how-to-recreate-system-mailbox-federatedemail-discoverysearchmailbox-in-exchange-2010.aspx
https://technet.microsoft.com/en-us/library/cc770963.aspx
https://support.microsoft.com/en-us/kb/296882
https://support.microsoft.com/en-us/kb/216498
https://support.microsoft.com/en-us/kb/255504
http://social.technet.microsoft.com/wiki/contents/articles/6736.move-transfering-or-seizing-fsmo-roles-with-ad-powershell-command-to-another-domain-controller.aspx
http://social.technet.microsoft.com/wiki/contents/articles/6736.move-transfering-or-seizing-fsmo-roles-with-ad-powershell-command-to-another-domain-controller.aspx
http://blogs.msdn.com/b/asiatech/archive/2009/04/27/kerberos-authentication-failed-due-to-time-skew.aspx
https://technet.microsoft.com/en-us/library/cc780011(v=ws.10).aspx
https://en.wikipedia.org/wiki/Kerberos_%28protocol%29
http://exchangeserverpro.com/exchange-2010-management-console-initialization-failed/
https://technet.microsoft.com/en-us/library/cc776854(v=ws.10).aspx
http://blogs.technet.com/b/askds/archive/2011/03/22/what-does-dcdiag-actually-do.aspx
https://technet.microsoft.com/en-us/library/cc770963.aspx
https://technet.microsoft.com/en-us/library/cc835086.aspx
https://blogs.technet.microsoft.com/askds/2010/04/22/the-case-for-migrating-sysvol-to-dfsr/
https://technet.microsoft.com/en-us/library/cc759267(v=ws.10).aspx
http://blogs.technet.com/b/tspring/archive/2013/07/25/token-bloat-apparently-not-caused-by-spicy-food.aspx
https://gallery.technet.microsoft.com/scriptcenter/Check-for-MaxTokenSize-520e51e5
https://support.microsoft.com/en-us/kb/327825
http://windowsitpro.com/security/q-what-improvements-has-microsoft-made-windows-8-and-windows-server-2012-reduce-number-kerb
http://windowsitpro.com/security/q-what-improvements-has-microsoft-made-windows-8-and-windows-server-2012-reduce-number-kerb
https://exchangemaster.wordpress.com/2015/09/11/failures-when-proxying-http-requests-from-exchange-2013-to-a-previous-exchange-version/
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¶ "HTTP 400 Bad Request" error when proxying HTTP requests from an Exchange Server to a previous 

version of Exchange Server 

User Principal Names and Exchange Authentication 

¶ Understanding Active Directory Naming Formats 

¶ User Principal Names In AD 

¶ Script: Set-UPN-O365-PSMTP.ps1 ð Sets UPNs on-premises and in Office 365 

¶ Changing the User Principal Name (UPN) on Users in Bulk using a GUI tool 

¶ Change UPN 

¶ ADModify  

Active Directory Performance Counters and MaxConcurrentAPI 

¶ Exchange 2013 Performance Counters 

¶ The Case of the Mysterious Exchange Server Hang 

¶ How to do performance tuning for NTLM authentication by using the MaxConcurrentApi setting  

¶ Semaphore (programming) 

¶ The Curious Case of MaxConcurrentAPI 

¶ Configuring MaxConcurrentAPI for NTLM Pass-Through Authentication  

¶ Quick Reference: Troubleshooting, Diagnosing, and Tuning MaxConcurrentApi Issues 

¶ Enabling debug logging for the Netlogon service  

¶ Configuring Kerberos authentication for load -balanced Client Access servers 

¶ Recommendation: Enabling Kerberos Authentication for MAPI Clients 

 

https://support.microsoft.com/en-us/kb/2988444
https://support.microsoft.com/en-us/kb/2988444
http://blog.schertz.name/2012/08/understanding-active-directory-naming-formats/
https://jorgequestforknowledge.wordpress.com/2010/10/12/user-principal-names-in-ad-part-1/
http://blog.jasonsherry.net/2014/08/15/script-set-upn-o365-ps1-sets-upns-on-premises-and-in-office-365/
http://www.msexchange.org/blogs/walther/news/office-365-changing-user-principal-name-upn-users-bulk-using-gui-tool.html
https://gallery.technet.microsoft.com/Change-UPN-592177ea
http://admodify.codeplex.com/
https://technet.microsoft.com/en-us/library/dn904093(v=exchg.150).aspx
http://blogs.technet.com/b/mikelag/archive/2009/08/04/the-case-of-the-mysterious-exchange-server-hang.aspx
https://support.microsoft.com/en-us/kb/2688798
https://en.wikipedia.org/wiki/Semaphore_(programming)
http://blogs.technet.com/b/get-exchangehelp/archive/2013/01/31/the-curious-case-of-maxconcurrentapi.aspx
http://social.technet.microsoft.com/wiki/contents/articles/9759.configuring-maxconcurrentapi-for-ntlm-pass-through-authentication.aspx
http://blogs.technet.com/b/askpfeplat/archive/2014/01/13/quick-reference-troubleshooting-diagnosing-and-tuning-maxconcurrentapi-issues.aspx
https://support.microsoft.com/en-us/kb/109626
https://technet.microsoft.com/en-us/library/ff808312(v=exchg.150).aspx
http://blogs.technet.com/b/exchange/archive/2011/04/15/recommendation-enabling-kerberos-authentication-for-mapi-clients.aspx
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Chapter 3: Troubleshooting 

Client Access Services 
Andrew Higginbotham  

The role of client access services in Exchange has changed over the years. By òclient access servicesó Iõm 

referring to the server-side components which enable users to connect to Exchange via various clients, 

including Outlook, Outlook for Mac, Outlook Web App (recently changed to òOutlook on the Webó but 

commonly known as OWA), and Exchange ActiveSync mobile clients. Based on hardware and operating 

system limitations over time, the Exchange product team has made several architectural changes to the 

product to influence how the client access components should be deployed and supported for each r elease of 

Exchange. To begin, letõs discuss how client access has changed in Exchange Server to aid us in understanding 

how to properly troubleshoot the current version.  

Of front and back ends 
There was only a single Exchange Server role in Exchange 2000 and 2003, meaning each Exchange Server 

installation handled all Exchange workloads. This implementation proved satisfactory for the deployments of 

the time, but as more types of client devices became available, the need gradually arose to scale-out Exchange 

servers to be able to handle an increasing number of connections at the client access layer. External Outlook 

Anywhere (introduced as RPC over HTTP in Exchange 2003 SP1), Outlook Web App (then called Outlook Web 

Access), and ActiveSync connections came into an environment through shared or dedicated namespaces 

(namespace being synonymous with a URL resolving to an Exchange resource). These connections would then 

be routed to their destination mailbox in the environment, which might or might not exist in t he same physical 

location as the ingress point. Depending on the design of an environment or the number of inbound 

connections, individual Exchange servers needed to be highly scalable at the client access layer.  

This need (as well as security concerns) drove the advent of the Front-End/Back-End topology configuration 

for Exchange 2000 and Exchange 2003 environments. The configuration enabled customers to dedicate 

Exchange servers for the purpose of handling inbound and outbound client connections (as well as SMTP 

traffic), so they could scale as needed by adding additional Front-End servers. This ability to split functionality 

and scale independently was critical at this time because, as x86 servers, Exchange 2000/2003 servers were 

limited to 4 GB of RAM and CPU processing power was limited. The platform limitations mandated a scale-out 

approach (in contrast to scale-up by adding more memory/CPU) and the Front-End/Back-End architecture 

allowed Exchange Administrators to dedicate hardware solely for client access (and SMTP) traffic, freeing up 

Back-End server resources for mailbox workloads. Common client access services issues encountered in 

Exchange 2000/2003 were: 

¶ Configuring the Front-End/Back-End topology 

¶ Load balancing the Front-End servers for HTTPS and SMTP traffic 

¶ Requesting and configuring certificates for secured OWA and RPC over HTTP traffic 

¶ Namespace and URL redirection configuration 

¶ Updating Exchange servers in a Front-End/Back-End configuration 

https://technet.microsoft.com/en-us/library/aa996980(v=exchg.65).aspx
http://www.msexchange.org/articles-tutorials/exchange-server-2003/high-availability-recovery/Load-Balancing-Exchange-Front-End-Servers.html
http://windowsitpro.com/exchange-server/understanding-front-end-servers
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Exchange 2007 introduced 64-bit support (removing the 4 GB RAM limitation) as well as the ability to install 

individual server roles. The various server role installation options were as follows: 

Minimum Required Exchange Server Roles for an Exchange Organization 

¶ Client Access Server Role 

¶ Hub Transport Server Role 

¶ Mailbox Server Role 

Optional Exchange Server Roles 

¶ Unified Messaging Server Role 

¶ Edge Transport Server Role 

At the time when Exchange 2007 was released, the ability and desire to scale-out at the client access layer was 

fresh in peopleõs minds, so many administrators were extremely pleased at the ability to install only the client 

access services on a dedicated server.  

In an effort to provide similar functionality to a Front -End/Back-End Exchange 2003 configuration (handling 

both HTTP and SMTP traffic), it was common to collocate the Exchange 2007 Client Access (CAS) and Hub 

Transport (HT) server roles. Also, because the Mailbox role was considered the òheavy-liftingó server role, these 

servers were usually deployed with high performing storage and failover clustering. In contrast, CAS and Hub 

Transport were typically seen as good candidates for virtualization due to the impression that these servers 

did not require significan t resources. This trend continued in Exchange 2010 as the server role and client 

access architecture remained mostly unchanged. However, this led many Exchange customers to 

underestimate the importance of the Client Access Server role. Correct Client Access Server sizing in relation to 

Memory and CPU processing power was still vital to a properly functioning Exchange environment, and failure 

to provide sufficient resources was a very common issue.  

Improperly sized Client Access Servers can provoke many symptoms, including 

¶ Periods of high user activity, such as start of work day or peak season, would result in connection 

drops and pop-ups in Outlook clients.  

¶ ActiveSync devices are unable to send/receive messages 

¶ Client Access Server system hangs or lockups due to lack of RAM/CPU 

¶ Unsupported virtualization settings used with Exchange Client Access Server Role. For example, using 

dynamic Memory or no memory reservation and a vCPU:Physical Core ratio greater than 2:1. These 

scenarios all lead to serious performance issues. 

Along with the option for dedicated server role installations, Exchange 2007 introduced a requirement for 

Exchange Administrators to become well-versed in certificates/PKI (Public Key Infrastructure). Along with the 

introduction of Autodiscover, a web -based framework for automatic client configuration, came a requirement 

for HTTPS-secured Exchange client connections to enable successful Outlook and ActiveSync profile creation.  

In addition, Outlook Public Folder-dependent features such as accessing the Offline Address Book (OAB), 

gathering Free/Busy information, and modifying Out of Office settings were moved to web -based services that 

also required an HTTPS connection. Although the OAB is now downloaded from its own URL 

(HTTPS://Mail.Contoso/OAB), the Availability Service (Free/Busy) and Out of Office settings are controlled from 

Outlook by accessing Exchange Web Services (EWS) via its own URL (HTTPS://Mail.Contoso.com/EWS). This 

EWS URL is also used when Outlook for Mac  connects to Exchange as this client uses EWS instead of MAPI-

Note:  Many of these issues can still occur in Exchange 2013/2016 environments 

https://technet.microsoft.com/en-us/library/bb331971(v=exchg.141).aspx
https://en.wikipedia.org/wiki/Public_key_infrastructure
https://technet.microsoft.com/en-us/library/bb232155(v=exchg.150).aspx
https://mail.contoso/OAB
https://technet.microsoft.com/en-us/library/bb232134(v=exchg.150).aspx
https://msdn.microsoft.com/en-us/library/office/dd877012(v=exchg.150).aspx
https://mail.contoso.com/EWS
https://technet.microsoft.com/en-us/library/jj984202(v=office.16).aspx
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based communication used by the Windows version of Outlook. It's important to know that EWS relies entirely 

on the Autodiscover service for configuration. Even in an Exchange 2007/2010 environment where Outlook 

users connect to Exchange using MAPI/RPC (not using Outlook Anywhere), access to these web services 

requires a trusted connection to Exchange using HTTPS. Of course, this means that a certificate that the client 

trusts must be installed and enabled in Exchange (weõll discuss whatõs required for a client to trust a certificate 

later in this chapter). 

If I were asked to list the #1 Exchange support call seen in relation to Exchange 2007/2010/2013 client access 

services, certificates come high up on the list and perhaps even #1. Maybe this is due to a lack of 

understanding PKI in the industry, or perhaps due to a lack of certificate management features in the 

Exchange product. For whatever reason, the results were many avoidable Exchange outages. Examples of 

certificate-related issues in Exchange 2007/2010/2013 include: 

¶ Issues generating a certificate request 

¶ Issues completing a certificate request 

¶ Issues assigning a certificate to a service 

¶ Improper names on a certificate 

¶ Expired certificate 

¶ Incorrect or missing Intermediate certificates 

¶ Autodiscover failures for ActiveSync and Outlook clients due to improper  certificate  

¶ Outlook pop -ups related to untrusted certificates  

¶ Free/Busy and Out of Office failures due to untrusted certificate 

While the certificate-related tools in the Exchange Admin Center have streamlined certificate management in 

Exchange 2013/2016, many of the issues listed above can still occur when the fundamentals of certificate 

issuance and usage are not properly understood. It is for this reason weõll begin this chapter discussing PKI, 

certificates, and their relation to Exchange.  

The basics of Certificates 

What Defines Trust 

By far, the incorrect configuration and use of c ertificates is the most common CAS/IIS-related support issue I 

see from customers. This is odd considering the core concepts are not all that difficult  to comprehend . Much 

like understanding core TCP/IP functionality is critical for any Exchange administrator, I feel core PKI and SSL 

knowledge is something every IT professional should learn early in their careers. You donõt have to be a 

certificate expert, yet you should understand the 3 golden rules of trust:  

¶ Do I trust the issuer of this certificate? 

¶ Is the certificate expired? 

¶ Is the name Iõm using to connect to this service listed on the certificate? 

When teaching, I often use the example of a government-issued driverõs license as an analogy to certificate 

trust. If I enter a government building and am asked to provide identificatio n, what would the requesting party 

be looking for in that identification? By presenting my state -issued Texas driverõs license, the requestor has 

decided to trust the state of Texas. If they do not trust the state of Texas, the ID would be of no use to them 

for validation purposes. To them, a note from my Mother stating my credibility would be just as unreliable, as 

itõs not a trusted and unbiased source. The next thing they would look for is whether my license was expired, 

as an expired license is not considered valid. Lastly, the name Iõm presenting to them (my name) must match 

the name listed on the license. Similarly, the picture on the license must be an accurate representation of my 

appearance to them at that time. So when describing what is important in regards to certificates, the three 

https://en.wikipedia.org/wiki/Public_key_infrastructure
https://en.wikipedia.org/wiki/Transport_Layer_Security
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golden rules of trust (as I call them) are the same as when describing a valid form of identification. Do I trust 

the issuer? Is it expired? Is the name Iõm using listed on the identification? 

Naming 

Knowing the requirements for trust  will help us to understand which names we need to put onto our Exchange 

certificate when requesting it. Namespace planning in Exchange 2010, Exchange 2013, and Exchange 2016 are 

extremely important to ensure successful traffic flow as well as a good end-user experience in an Exchange 

environment. Part of this is determined when you decide which names you want to include in your certificates. 

You can technically have a functional solution with only  one name on your certificate in a simplistic 

environment with limited requirements (which also seem to be the environments where less experienced 

customers are unsure of their options). This is usually the case when a customer does not wish to pay the extra 

cost for a multi -named (UCC) certificate. For instance: 

Example A ð Single Namespace 
Name on certificate: Mail.Contoso.com 

Split DNS Enabled=Yes (Mail.Contoso.com resolves to the Exchange server both internally and externally) 

Outlook Anywhere Internal and External Namespace=Mail.Contoso.com 

OWA/EWS/OAB/ActiveSync Internal and/or External URLõs=Mail.Contoso.com 

AutodiscoverServiceInternalUri=HTTPS://Mail.Contoso.com/AutoDiscover/AutoDiscover.xml 

External DNS Record for AutoDiscover=None 

Internal DNS Record for AutoDiscover=None 

In this example, internal Outlook Connectivity and AutoConfiguration  will function  but  external Outlook and 

ActiveSync AutoConfiguration will fail. This is due to the lack of an external DNS record for AutoDiscover 

which is present on an installed trusted certificate. Similarly, non-domain-joined Outlook clients connecting 

internally will also fail. This is due to the lack of an internal DNS record for AutoDiscover which is present on 

an installed trusted certificate. This is because you donõt have AutoDiscover.Contoso.com listed for  your 

certificate, so the process will not be seamless. You will either be greeted with certificate warnings or the 

connection just wou ld not  work (the client AutoDiscover process is further covered in the Clients chapter). 

Technically speaking, you can get external and non-domain joined Outlook clients to work if you create an 

AutoDiscover SRV record in DNS for the AutoDiscover service but thereõs no workaround for ActiveSync 

clients. Mobile  users would be required to manually input  the ActiveSync server when creating ActiveSync 

profiles on their devices. Also, depending on how your device handles certificates, you may or may not be able 

to connect at all. 

Example B ð Single namespace using Autodiscover 
(Iõve never actually seen this configuration in production but it would technically work without issue) 

Name on certificate: AutoDiscover.Contoso.com 

Split DNS Enabled=Yes (AutoDiscover.Contoso.com resolves to the Exchange server both internally and 

externally) 

Outlook Anywhere Internal and External Namespace=AutoDiscover.Contoso.com 

OWA/EWS/OAB/ActiveSync Internal and/or External URLõs=AutoDiscover.Contoso.com 

https://technet.microsoft.com/en-us/library/dd351198(v=exchg.141).aspx
http://blogs.technet.com/b/exchange/archive/2014/02/28/namespace-planning-in-exchange-2013.aspx
http://blogs.technet.com/b/exchange/archive/2015/10/06/namespace-planning-in-exchange-2016.aspx
http://info.ssl.com/article.aspx?id=12157
https://support.microsoft.com/en-us/kb/940881
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AutodiscoverServiceInternalUri=HTTPS://AutoDiscover.Contoso.com/AutoDiscover/AutoDiscover.xml 

External DNS Record for AutoDiscover=AutoDiscover.Contoso.com 

Internal DNS Record for AutoDiscover= AutoDiscover.Contoso.com 

Of course, the downside of this configuration is your users have to use 

HTTPS://Autodiscover.contoso.com/owa to access OWA and Iõve yet to find a customer who was willing to do 

that. However, all services would technically function, including Outlook and ActiveSync profile 

AutoConfiguration.  

Example C ð Multiple Namespaces with a Subject Alternate Name (SAN) 

certificate 
Names on certificate: Mail.Contoso.com,AutoDiscover.Contoso.com 

Split DNS Enabled=Yes (AutoDiscover.Contoso.com and Mail.Contoso.com resolve to the Exchange server both 

internally and externally) 

Outlook Anywhere Internal and External Namespace=Mail.Contoso.com 

OWA/EWS/OAB/ActiveSync Internal and/or External URLõs=Mail.Contoso.com 

Either 

AutodiscoverServiceInternalUri=HTTPS://AutoDiscover.Contoso.com/AutoDiscover/AutoDiscover.xml 

Or 

AutodiscoverServiceInternalUri=HTTPS://Mail.Contoso.com/AutoDiscover/AutoDiscover.xml 

External DNS Record for AutoDiscover=AutoDiscover.Contoso.com 

Internal DNS Record for AutoDiscover= AutoDiscover.Contoso.com 

This is the most commonly used configuration. It allows for full AutoConfiguration of clients via the 

AutoDiscover service. All necessary records are present internally and externally and the names are on a 

trusted certificate. 

Example D ð Wildcard certificate 
Names on certificate: *.Contoso.com 

Split DNS Enabled=Yes (AutoDiscover.Contoso.com and Mail.Contoso.com resolve to the Exchange server both 

internally and externally) 

Outlook Anywhere Internal and External Namespace=Mail.Contoso.com 

OWA/EWS/OAB/ActiveSync Internal and/or External URLõs=Mail.Contoso.com 

Either 

AutodiscoverServiceInternalUri=HTTPS://AutoDiscover.Contoso.com/AutoDiscover/AutoDiscover.xml 

Or 

AutodiscoverServiceInternalUri=HTTPS://Mail.Contoso.com/AutoDiscover/AutoDiscover.xml 

External DNS Record for AutoDiscover=AutoDiscover.Contoso.com 

https://autodiscover.contoso.com/owa
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Internal DNS Record for AutoDiscover= AutoDiscover.Contoso.com 

This method accomplishes all the same goals as Example C, but adds the flexibility (and added cost of the 

wildcard certificate) of publishing any name prefix you wish to access Exchange resources. Email.Contoso.com, 

Europe.Contoso.com, or SMTP.Contoso.com could all be used to access Exchange if they were resolvable. 

However, aside from the added cost, some security professionals have security concerns regarding wildcard 

certificates. In my personal experience, Iõve never encountered an Exchange environment that was 

compromised as a result of using wildcard certificates. 

I mention  these examples not to tell you how to deploy Exchange (by all means, get a multi-name or wildcard 

certificate) but instead to explain that in the end, all that matters is that the names you configure in Exchange 

must be resolvable via DNS to Exchange and are listed on the cert ificate. You could literally make your 

Outlook Anywhere namespace òrandomseriesofcharacters.contoso.comó and as long as it was on your 

certificate, it hasn't expired, and the name resolved to Exchange, it would function. 

Private Key 

Public-Key Cryptography can be a complicated and confusing topic. It involves math, ciphers, and many 

complex calculations happening extremely quickly. While many books have been written on this topic, an 

effective Exchange troubleshooter only needs to understand a few key concepts. Letõs discuss them at a high 

level. 

Certificates have both private and public keys that are mathematically connected to each other by an 

algorithm. In practice this means that if a public key is used to convert plaintext to ciphertext, only the private 

key can be used to convert the ciphertext back to plaintext. However, the same cannot be said of using the 

public key to decipher information encrypted with the private key. Otherwise, anyone who intercepts the 

conversation could decipher the data using the easily available public key. So while the public key can be 

shared freely, the private key must be held secret to everyone but the server where the certificate is installed.  

What this all means to Exchange is that an installed certificate is only useful to an Exchange server if it includes 

the private key. When you export a certificate with the intent of importing it on another Exchange server 

(which is a common scenario as thereõs no issue with reusing an Exchange certificate), you must include the 

private key. When using the Certificates MMC Snap-in (Figure 3-1) to export a certificate, the option to export 

the private key must be selected. Due to the security implications of the private key falling into the wrong 

hands, you are required to provide a password when exporting the private key.  

Follow these steps to open the Certificates MMC Snap-in in order to export a certificate:  

¶ Open PowerShell 

¶ Type òMMCó <Enter> 

¶ File>Add/Remove Snap-in 

¶ Select òCertificatesó and click Add 

¶ Select òComputer Accountó and click Next 

¶ Click Finish 

¶ Click Ok 

¶ Certificates for Exchange usage will be in the Personal>Certificates container 

Conversely, when using the Exchange Admin Center to export a certificate (Figure 3-2) there is no choice but 

to export the private key and provide a password, as this is the only way the certificate will be useful for an 

Exchange server.  

https://technet.microsoft.com/en-us/library/aa998077(v=exchg.65).aspx
https://en.wikipedia.org/wiki/Cipher
http://exchangeserverpro.com/exchange-server-2016-faq-can-i-re-use-my-existing-ssl-certificate/
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Figure 3-1: Exporting a certificate with the private key using the MMC Snap-in  

Figure 3-2: Exporting a certificate with the private key using the Exchange Admin Center  

A common support issue where the private key (or lack thereof) comes into play is when a certificate is 

installed without the private key and youõre unable to assign Exchange services to it. Depending on the version 
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of Exchange, you will either be greeted with a òThe Certificate is Invalid for Exchange Server Usageó error or 

the certificate itself will not show up in the Exchange Admin Center. This typically happens as a result of: 

¶ Importing a certificate that does not contain the private key 

¶ Creating a certificate request on one server and either completing the request on a different server or 

removing the request before completing it on the same server  

The process to request an Exchange certificate follows these steps: 

¶ Request an Exchange certificate with the desired names. The Exchange Certificate Wizard will guide 

through this process. 

¶ Submit the request file to a Certificate Authority  

¶ Receive the certificate file from the Certificate Authority  

¶ Complete the pending certificate request on the same Exchange Server by associating the certificate 

file with the pending request (this action creates the private key) 

¶ Assign Exchange services to the newly created certificate 

Once this process is complete, a valid Exchange certificate that contains the private key will be installed and 

enabled for Exchange server usage. 

Types of Certificates 

When discussing the origin of a certificate, you can place them in one of three categories: 

¶ Self-Signed Certificate 

¶ Internal Certificate Authority Certificate  

¶ Trusted Third-Party Certificate 

A Self-Signed Certificate is a certificate generated by a server for its own use. This means that server is the only 

entity that trusts the certificate. A self -signed certificate is typically used when a certificate is required for 

encryption but not necessarily authentication. In this situation, the Public/Private Key pairs can be used for SSL 

encrypted communications but client systems will not trust the issuer of the certificate. When Exchange is 

installed, it creates a self-signed SAN certificate with a Subject Name of <ServerName> and the Subject 

Alternative Name of <servername.contoso.com> that is used for encrypted communications between other 

Exchange servers and client systems. Although an Outlook or ActiveSync client might not connect because 

they do not trust  this certificate, other clients such as Internet Explorer may give a warning, but allow the user 

to proceed by accepting the warning ( Figure 3-3). 

Note:  Requesting an Exchange Certificate using Exchange Management Shell 

http://exchangeserverpro.com/exchange-server-2010-certificate-invalid-for-exchange-server-usage-error/
http://exchangeserverpro.com/create-ssl-certificate-request-exchange-2013/
https://technet.microsoft.com/en-us/library/bb125165(v=exchg.150).aspx
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Figure 3-3: Certificate warning from Internet Explorer when using an untrusted certificate 

It is important to understand that while the self -signed certificate is not trusted by clients and will fail 

authentication, the connection is still secured as encryption is still used.  

If the self-signed certificate installed by Exchange expires, all you need to do to generate a new self-signed 

certificate is to run the New-ExchangeCertificate cmdlet in an EMS session: 

Running the cmdlet with no parameters generates a self-signed certificate with the serverõs name as the 

SubjectName. This step is typically required when either the default certificate has expired or when someone 

has erroneously removed the default certificate as an ill-advised way to òclean-upó the installed certificates on 

the server. When this happens, you will see Warnings/Errors in the Application logs from the Transport Service 

(Figure 3-4): 

Figure 3-4: Common error when a certificate with the serverõs name is not present  

In this instance, the default Hub Transport receive connector which is used for Exchange Server-to-Exchange 

Server communication requires a certificate with the serverõs name to be present. The default self-signed 

certificate satisfies this requirement but as it has been removed, so TLS is not possible for this receive 

connector.  

[PS] C: \ > New- ExchangeCertificate  
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Internal Certificate Authority Certificates are requested from a Certificate Authority (CA) controlled by the 

same entity that requests them (internal), and are typically trusted by all domain -joined clients. This CA has 

had its certificate chain pushed down to all domain -joined clients via Active Directory and therefore has any 

certificates issued by it trusted by those clients. While cost (essentially free) is a benefit to using Internal CA 

certificates, the downside is that clients which are not joined to the domain (such as ActiveSync devices or 

non-domain joined Outlook clients) do not trust certificates issued by the CA. Instead, the Certificate 

Authorityõs root certificate must be manually imported into the local clientõs certificate store (Figure 3-5).  

Figure 3-5: Trusted Root Certification Authorities container of a Windows machine   

Take note of the Internal CA (ASH-ASH-EX1-CA) root certificate listed in the Trusted Root Certification 

Authorities container in Figure 3-5.  

Finally, a Trusted Third-Party Certificate is issued by a third-party certificate authority which is trusted by most 

if not all IT systems. Examples of such third-party Certificate Authorities are DigiCert, GoDaddy, VeriSign, 

Entrust and others. Although these certificates are much simpler to deploy (as all clients should trust 

automatically them), they can easily cost several hundred dollars per year. The cost is usually determined by 

the number of names/domains listed on the certificate as well as whether it is a Wildcard Certificate. Windows 

operating systems trust the Root Certification Authorities (CAs) based on the contents of the Trusted Root 

Certification Authorities container ( Figure 3-5). This container is populated partially upon operating system 

install, but is later updated either via Windows Updates or manual installation files (additional reference). 

While Root Certificate Authorities are certainly important, Intermediate Certificate Authorities  are equally 

important. A  client must trust not only the Root but also any Intermediate CAõs in the certificateõs chain. This 

òCertificate Chainó is often provided when an issuer distributes a certificate to a customer. Itõs recommended 

to install this chain not only on your Windo ws Systems, but when installing a certificate on a load balancer as 

well.  

While I feel weõve covered the basics of certificates which will help you be an effective troubleshooter, if you 

remember nothing else about certificates, just remember:  

¶ Do I trust the issuer of this certificate?  

¶ Is the certificate not expired?  

¶ Is the name Iõm using to connect to this service listed on the certificate?  

If the answer to any of these questions is òNoó, that should be the first issue you address. Also, see this great 

blog post  from co-author Paul Cunningham on the topic of Exchange Certificates. It also references several 

additional articles covering the basics of planning certificates and naming for Exchange 2013. 

Note:  Wildcard certificates can be used with multiple subdomains of a domain. These certificates will 

have a Subject of *.domain.com. As an example, https://plus.google.com  uses such a certificate. They 

https://technet.microsoft.com/en-us/library/cc754841.aspx
https://en.wikipedia.org/wiki/Wildcard_certificate
https://technet.microsoft.com/en-us/library/dn265983.aspx
https://support.microsoft.com/en-us/kb/3004394
https://en.wikipedia.org/wiki/Intermediate_certificate_authorities
http://exchangeserverpro.com/exchange-server-2013-ssl-certificates/
http://exchangeserverpro.com/exchange-server-2013-ssl-certificates/
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IIS Basics and Exchange 
The first step to troubleshooting any technology is to understand how its core components function during 

normal operati on. People are often given a set of tools to be used in troubleshooting , but never truly 

understand how to interpret the data theyõre looking at. Similar to how using Microsoftõs Network Monitor 

tool  will be of little use to someone who doesnõt have a solid understanding of TCP/IP, looking at Exchange 

Client Access logs or IIS data will not prove useful if you do not understand how each of the components 

interact with each other. Letõs begin by looking at IIS (Figure 3-6). 

Figure 3-6: Expanded IIS Manager on Server 2012 R2 Exchange 2013 multi-role server  

Figure 3-6 shows the IIS Manager on my Windows Server 2012 R2 Exchange 2013 multi -role server. We find 

the various web sites as well as the Application Pools that correspond to each application such as ActiveSync, 

PowerShell, or OWA. Because this server is multi-role (it has both CAS and Mailbox Roles installed) you will see 

two separate Exchange web sites: 

¶ Default Web Site = Client Access Server Role 

¶ Exchange Back End = Mailbox Server Role 

The two primary services associated with IIS are the IIS Admin Service (inetinfo.exe) and the World Wide Web 

Publishing Service (w3wp.exe). To explain it simply, inetinfo.exe corresponds to IIS configuration information 

whereas w3wp.exe corresponds to each of the various Application Pools. After changing IIS configuration 

informatio n (such as authentication settings, etc.), the IIS Admin Service will typically need to be restarted. 

Whereas, if a particular application still isnõt updating after youõve made a change (like OWA or ActiveSync) 

then you may need to recycle that Application Pool and at worst, restart the World Wide Web Publishing 

Service. 

However, in many cases itõs recommended to simply stop then start the website or recycle the application pool 

rather than restarting the services or using iisreset (Reference-1 Reference-2 Reference-3). This is because itõs 

are typically more expensive than other types of certificates but have the added flexibility of using the 

certificate with as many subdomains as you choose. If using a Wildcard Certificate with Exchange, you 

may be required to modify the Outlook Provider  to ensure proper Outlook Anywhere functionality.  

https://ashdrewness.wordpress.com/2014/09/10/troubleshooting-issues-with-client-access-servers/
http://fullsocrates.wordpress.com/2012/07/25/iisreset-vs-recycling-application-pools/
http://forums.iis.net/t/1020448.aspx
http://support.microsoft.com/kb/969864
http://blogs.technet.com/b/exchange/archive/2008/09/29/3406352.aspx
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possible IIS has not saved the necessary changes in time and those changes could be lost by a forcible service 

restart. Starting then stopping the websites, recycling the application pools, or using the ò/noforceó switch for 

iisreset is preferred. However, sometimes killing a service using Task Manager is all you can do as a last resort 

in a troubleshooting scenario. 

Web Sites and Application Pools in Exchange 2013 

When troubleshooting IIS, I commonly find myself looking at the Web Site Bindings. These are what òbindó an 

IP Address, Port Number, Host Name, and (potentially) a Certificate to the web site. Letõs look at the bindings 

using both PowerShell as well as the GUI. 

Figure 3-7: Viewing IIS Web Site settings with the Web Administration PowerShell module 

Using the series of commands shown in Figure 3-7, I import ed the IIS PowerShell Module and queried the 

bindings of my two web Sites in IIS. Iõve found that using PowerShell is a very useful way to query this data 

fairly quickly. Itõs also useful for when you need to send a customer a set of commands they can run and send 

the data back to you for analysis. Figure 3-8 shows a few of my preferred information gathering command  in 

action: 

http://windowsitpro.com/article/windows-powershell/microsoft-internet-information-services-iis-powershell-144224
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Figure 3-8: Querying IIS settings using PowerShell 

The commands shown in Figure 3-8 are executed after navigating to the òDefault Web Siteó (already done in 

Figure 3-7) and expose the various Applications and Virtual directories underneath it. Notice how the 

commands work similar to navigating a folder structure. If I need to go back a level I can simply use òcd ..ó. 

Alternatively, if I wanted to export this to a text file I could repeat the last command but with a Format-List at 

the end and redirect it to a text file:  

dir | Format - List > C: \ IISOutpu t.txt  
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This can be useful when comparing information taken from a known working server to what you see on a 

problematic one. Of course thereõs also any number of ways this data can be scripted/manipulated/etc. to fit 

your needs. Now if I go back to the roo t I can see a list of all the Application Pools in IIS (Figure 3-9). 

Figure 3-9: Listing Application Pools in IIS  

Alternatively you could use the Exchange Management Shell for some of these commands but you might find  

that the PowerShell IIS Module gives you a bit more flexibility. Now to look at these settings in the GUI may 

Note:  The Default Web Site has bindings of 80 and 443 for HTTP and HTTPS, respectively, while 

Exchange Back End has 81 and 444, respectively. When a client makes a connection to Exchange using 

HTTPS it's connecting to the Default Web Site which proxies the connection  back to the Exchange Back 

End web site. Do not change the bindings on the Exchange Back End website lest you want to break all 

HTTP proxy functionality from the CAS to Mailbox role.  Note that the Default Web Site will use the 

certificate which has been imported and enabled for the IIS service via the Exchange Management 

Tools. Conversely, the Back End website uses the self-signed Microsoft Exchange certificate which is 

installed upon Exchange installation. 

http://blogs.technet.com/b/get-exchangehelp/archive/2013/02/07/managing-exchange-2013-iis-virtual-directories-amp-web-applications.aspx
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seem easier but it does require a bit more mouse clicks to get  the same data. In Figure 3-10 weõve expanded 

Sites and right-clicked the Default Web Site.  

Figure 3-10: Viewing the properties of a web site in IIS Manager 

After selecting Edit Bindings, weõre presented with the IP address, port number, and Host Name binding 

information on this web site ( Figure 3-11). By selecting HTTPS and clicking Edit, you can view the assigned SSL 

certificate. 

Figure 3-11: Viewing the site bindings in IIS Manager  

To view Application Pool properties in the IIS Manager, navigate to Application Pools below the IIS Server 

object (Figure 3-12). Here you can view Application Pool state, the version of .NET it runs, and its identity. 












































































































































































































































































































































































































































































































































